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Streszczenie 
 

Odkrycie i charakterystyka epigenetycznej funkcji kinaz PIM w regulacji ekspresji genów w 

chłoniaku rozlanym z dużych limfocytów B 

Rodzina kinaz PIM składa się z 3 protoonkogennych białek: PIM1, PIM2 i PIM3, 

ulegających ekspresji w wielu nowotworach, w tym chłoniaku rozlanym z dużych limfocytów 

B (DLBCL). Kinazy PIM regulują kluczowe procesy komórkowe, takie jak proliferacja, apoptoza, 

metabolizm i migracja, dlatego ich zahamowanie zyskało zainteresowanie jako potencjalna 

strategia terapeutyczna. Nad małocząsteczkowymi ihibitorami pan-PIM prowadzone są 

badania kliniczne, np. SEL24/MEN1703, który obecnie przechodzi II fazę badania w leczeniu 

AML. Choć ostatnie badania nieprzerwanie dostarczają nowych danych o biologicznej roli PIM 

w nowotworach limfoidalnych, szczegóły i mechanizmy działania onkogennego PIM oraz 

konsekwencje ich hamowania w DLBCL pozostają niewystarczająco poznane. Ponadto 

dotychczasowe badania wykazały potencjalną epigenetyczną rolę PIM poprzez fosforylację 

histonu H3S10, opisaną jednak tylko w pojedynczym locus. Genomiczna rola PIM 

w modulowaniu transkrypcji w komórkach chłoniakowych pozostaje niejasna. 

Wpływ hamowania PIM na modyfikacje histonów i proliferację potwierdzono przez 

użycie małocząsteczkowych inhibitorów oraz przez wyciszenie genetyczne kinaz PIM w liniach 

komórkowych DLBCL. Inhibicja kinaz PIM wpłynela na globalne ilości modyfikacji histonów, 

czemu towarzyszyła niższa fosforylacja polimerazy RNA II, co sugeruje udział PIM w fazie 

elongacji transkrypcji. Zidentyfikowano również lokalne zmiany acetylacji histonów w 

obszarach enhancerów (H3K27ac) i promotorów (H3K9ac) w odpowiedzi na traktowanie 

inhibitorem SEL24/MEN1703, oraz przeprowadzono profilowanie ekspresji genów w liniach 

DLBCL. Zestawienie wyników analiz epigenomicznych i transkryptomicznych tłumaczy zmiany 

w ekspresji genów związanych z wieloma ścieżkami, m.in. metabolizmem RNA lub 

uszkodzeniami DNA. Indukcję uszkodzeń DNA dodatkowo potwierdzono przez badanie 

poziomu znacznika pęknięć DNA (γH2AX) w następstwie traktowania inhibitorem. Ponadto 

inhibicja PIM osłabiła ekspresję genów kontrolowanych przez super-enhancery (SE), czyli 

rozległe regiony regulatorowe odpowiedzialne za wysoki poziom ekspresji najważniejszych dla 

komórki genów, w tym onkogenów. Analiza zasugerowała również nowe procesy biologiczne 

kontrolowane przez PIM, w tym redukcję niekodujących RNA generowanych z regionów SE.  
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Przeprowadzone badania potwierdzają rozległą, epigenetyczną rolę kinaz PIM oraz 

wskazują, że zahamowanie aktywności PIM prowadzi do potencjalnie cytotoksycznych 

zaburzeń transkrypcji DLBCL. Wskazują również, że SEL24/MEN1703 może być nową opcją 

terapeutyczną w DLBCL, a także dostarcza danych do optymalizacji terapii ukierunkowanej na 

PIM w klinice. 
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Abstract 
 

The PIM kinase family consists of 3 proto-oncogenic proteins: PIM1, PIM2 and PIM3, 

expressed in numerous cancers, including DLBCL. PIM kinases regulate crucial processes, such 

as proliferation, apoptosis, metabolism, and migration, therefore their inhibition is of great 

interest as a potential therapeutic strategy. In fact, pan-PIM inhibitors have been studied in 

clinical trials, e.g. MEN1703, which currently undergoes II phase trial in AML. Although recent 

studies have shed new light on the biological role of PIM in lymphoid cancers, the details and 

mechanisms of PIM's oncogenic effects and the consequences of their inhibition in DLBCL 

remain insufficiently understood. Earlier studies have demonstrated a potential epigenetic 

role of PIM through histone H3S10 phosphorylation, however, described only at a single locus. 

The broad genomic role of PIM in modulating transcription in lymphoma cells remains unclear. 

The effect of PIM inhibition on histone modifications and proliferation was confirmed 

by treatment with small molecule inhibitors and by genetic silencing of PIM kinases in DLBCL 

cell lines. Pan-PIM inhibitor SEL24/MEN1703 changed the global amounts of histone 

modifications, accompanied by lower phosphorylation of RNA polymerase II, suggesting the 

involvement of PIM in the elongation phase of transcription.  

Local histone acetylation changes in the enhancer (H3K27ac) and promoter (H3K9ac) 

regions in response to treatment with the SEL24/MEN1703 inhibitor were also identified, 

coupled with gene expression profiling in DLBCL lines. The integrated results of epigenomic 

and transcriptomic analyses explain the changes in expression of genes associated with many 

pathways, including RNA metabolism or DNA damage. The induction of the latter was further 

confirmed by examining the level of DNA break marker (γH2AX) following treatment with the 

inhibitor. In addition, PIM inhibition decreased the expression of genes controlled by super-

enhancers (SE), i.e. wide regulatory regions responsible for the high level of expression of the 

most important genes for the cell, including oncogenes. The analysis also suggested novel 

biological processes controlled by PIM, such as the reduction of non-coding RNAs generated 

from SE regions. 

The conducted studies document a vast epigenetic role of PIM kinases, and suggest 

that inhibition of PIM activity leads to potentially cytotoxic disturbances of DLBCL epigenetic 

patterns, and transcription. They also indicate that SEL24/MEN1703 can be a therapeutic 
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option in DLBCL, and provide information for optimisation of PIM-targeted therapy in the 

clinic.  
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1. Introduction 

1.1. Diffuse Large B-Cell Lymphoma  

1.1.1 DLBCL pathogenesis and diagnosis 

Diffuse Large B-Cell Lymphoma (DLBCL) is the most common lymphoid malignancy in 

adults, characterised by high heterogeneity in terms of phenotype, molecular background, 

prognosis and response to treatment 1. The malignant cells reside mostly in lymphoid organs, 

such as lymph nodes and spleen, however, extranodal localisations are encountered in up to 

30% of patients; advanced DLBCL can spread to bone marrow, liver, peritoneum, pleura, and 

central nervous system 2. Clinical symptoms are nonspecific, and include enlarged lymph 

nodes, unexplained weight loss and fever, night sweats and elevated level of lactate 

dehydrogenase (LDH) 3. In the USA, the median age of diagnosis is 66 years, and an average of 

64.6% of patients survive 5 or more years after being diagnosed (based on data from 2012-

2018; SEER). 

DLBCLs originate from cells undergoing germinal centre (GC) reaction, or from post-GC 

cells unable to terminally differentiate (plasmablasts). Germinal centres are functional 

compartments formed in secondary lymphoid organs by antigen-encountered B-cells, which 

proliferate and edit their immunoglobulin genes to diversify the repertoire of antibodies and 

increase their affinity to the antigen that initiated the GC reaction. During the GC reaction, the 

cells circulate between the so-called “dark zone”, where cells rapidly proliferate, and “light 

zone”, where they undergo selection and antibody class switching. In the dark zone, variable 

regions of the immunoglobulin chains are subject to somatic hypermutation (SHM). In this 

physiologic process, immunoglobulin locus is heavily mutated 

through deamination of cytosine to uracil by activation-induced cytidine deaminase (AID), 

followed by repair by base excision repair enzymes and error-prone polymerases. The 

introduction of mutations in the robustly proliferating cells results in large amounts of 

B lymphocytes, all of which have different receptors and varying affinity to the antigen. In the 

light zone, the cells are quiescent, but undergo selection for the best affinity to the antigen, 

and the cells with non-productively edited Ig genes are eliminated. B cells circulate between 

these two states, and epigenetically alter gene expression programme, including chromatin 

remodelling, histone modifications, DNA methylation or mRNA modifications 4. After several 
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rounds of transitions between the zones, the successful cells cease the divisions and 

differentiate to become memory or antibody-producing plasma cells. Given the processes that 

take place in the GC, and the physiologically blunted DNA damage response due to BCL6 

activity, GCs are particularly conducive to acquisition of oncogenic driver mutations 5.  For 

example, PIM1, MYC, Rho/TTF, FAS, BCL2 are known to be frequently mutated by AID in DLBCL 

cells 6. More recent studies demonstrated that AID mutational signature is present in 20% of 

driver genes 1, but the most prevalent mutational signature associated with DLBCL is ageing 

(i.e. spontaneous deamination of CpG dinucleotides). 

Early attempts to understand the molecular heterogeneity of DLBCLs and identify 

molecular substructure of this malignancy utilised microarray-based analysis of DLBCL 

transcriptomes. In a study by Alizadeh et al., different DLBCLs were shown to share 

transcriptomic similarities with either normal GC cells (GCB-like DLBCLs), or anti-IgM/IL-

4/CD40L-activated naive B-cells (ABC-like DLBCLs) 7. Importantly, this cell-of-origin (COO) 

based classification conferred prognostic information: patients with GCB tumours have 

a significantly better prognosis than those with ABC-type tumours. However, consistent with 

a biased principle of the COO classification, certain number of tumours remained unclassified, 

indicating that there was an additional substructure that cannot be captured with this 

approach.  

To obtain unbiased, comprehensive transcriptional profiles and subtype of DLBCLs, 

M. Shipp’s group utilised a consensus cluster classification (CCC) algorithm, finding agreement 

between 3 independent clustering methods. Three biologically robust, discrete clusters were 

defined: “oxidative phosphorylation (Ox-Phos),” “B-cell receptor/proliferation (BCR),” and 

“host response (HR)”. Importantly, the CCC classification was largely independent of COO 8.  

Given the simplicity of the methodology developed for identifying COO clusters and 

the important clinical information provided by this classification, it is included in the current 

WHO classification of lymphoid malignancies 9. Additional studies on the COO classification 

demonstrated that the GCB and ABC tumours arise via different pathogenic mechanisms and 

have different therapeutic vulnerabilities. For example, the GCB subtype is enriched in 

IGH::BCL2 fusion due to the t(14;18)(q32;q21), and mutations in fundamental genes for GC 

development, dark-light zone transitions and microenvironmental interactions, such as EZH2, 

GNA13, MEF2B, KMT2D, TNFRSF14, B2M and CREBBP. The ABC subtype is dependent on BCR 
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signalling and NF-κB activity, has lost most of the GC markers, expresses IRF4/ MUM1, and is 

characterised by mutations in the BCR pathway proteins, such as CD79B, CARD11, MYD88, and 

PIM1, as well as aberrations that block the B-cell differentiation program, e.g. BCL6 

rearrangements and PRDM1/BLIMP1 mutation/deletion 9.  

More recent classifications included low-frequency mutations, somatic copy number 

alterations, and structural variants analysed genome-wide. Such multi-omic, multi-layered 

analyses allowed for identification of additional complexity within DLBCLs 1,10,11. These newer 

studies that focused on deciphering the molecular heterogeneity in DLBCL were performed by 

two groups: M. Shipp’s and L. Staudt’s teams at a similar time, and the independently obtained 

results were largely concordant. The newly characterised DLBCL subgroups are associated 

with the following defining lesions (listed in the descending prevalence): (i) frequent 

mutations of chromatin remodelers and BCL2, and overexpression of BCL2, (ii) structural 

variants of BCL6 and mutations in NOTCH2 signalling pathway components, (iii) CD79B and 

MYD88 mutations, (iv) JAK/STAT3 signalling and NF-κB activation, (v) TP53 inactivation, (vi) 

NOTCH1 mutations, or (viii) other alterations that did not resemble any of these groups. The 

mutations presented above define the clusters, but the groups may be further diversified by 

numerous other mutations. 

Although the novel, multi-omic classifications are not broadly used in the clinic, they 

comprehensively elucidate DLBCL’s oncogenic dependencies, providing robust underpinnings 

to the understanding of DLBCL pathogenesis. In addition, they define actionable vulnerabilities 

that can be utilised to design novel therapeutic approaches. Importantly, the fact that the 

most prevailing subtype of DLBCL utilises chromatin modification emphasises the need to 

study epigenetic landscape in DLBCL, with prospective therapeutic application. 

 

1.1.2 DLBCL treatment 

R-CHOP regimen is the current standard of care in DLBCL, usually administered in 3-6 cycles 

with or without radiation therapy 12. R-CHOP consists of 5 drugs: Rituximab is an antibody 

targeting the B-cell-specific CD20 surface antigen, Cyclophosphamide is a DNA-alkylating 

agent that represses DNA replication, Hydroxydaunorubicin/Doxorubicin is DNA-intercalating 

agent that inhibits DNA replication, DNA repair and transcription; Vincristine (Oncovin) 
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inhibits formation of microtubules and mitotic spindle by binding to tubulin; and Prednisone 

is a glucocorticoid with immunosuppressive and anti-inflammatory properties. Approximately 

50-60% of patients are cured with the standard R-CHOP regimen. However, remaining patients 

are refractory to R-CHOP or relapse after initial response. These patients can be treated with 

salvage chemotherapy (e.g. R-DHAP, R-ICE, or R-ESHAP) followed by autologous transplant, if 

eligible 13,14.  

Registration of novel therapies, such as bispecific antibodies, antibody-drug conjugates 

(ADCs) or chimeric antigen receptor T-cells (CAR-T) brought new hope for DLBCL patients. 

Numerous clinical trials showed unprecedented response rates to CAR-T in relapsed and 

refractory (R/R) DLBCL patients, and CAR-T therapy has eventually become a standard of care 

for R/R DLBCL after at least 2 lines of treatment in the United States 15. On the other hand, 

several recent analyses of real-world patient outcomes show that the response or overall 

survival are not substantially better with CAR-T therapy in comparison to the standard further-

line regimens, such as allogeneic hematopoietic cell transplantation (alloHCT)16–19. Therefore, 

there is still an unmet need in DLBCL treatment for patients who do not respond to therapy, 

emphasising the importance of further basic studies of DLBCL biology, drug discovery, and 

clinical trials in these refractory cohorts. 

 

1.2. PIM kinases 

PIM kinase family comprises three serine/threonine kinases: PIM1, PIM2 and PIM3. The 

name derives from the genomic site that was frequently activated in murine T-cell lymphomas 

by Moloney murine leukaemia virus (Proviral Integration site for Moloney murine leukaemia 

virus) 20. PIM kinases phosphorylate a broad array of substrates, important in cell proliferation, 

survival, migration, apoptosis, metabolism, or translation and play important functions in 

normal haematopoiesis, as well as carcinogenesis, especially of hematologic malignancies 

(recently reviewed by Bellon et Nicot 21). 
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1.2.1 Regulation of expression of PIM genes 

PIM1 gene is located on chromosome 6 (6p21.2), PIM2 on the X (Xp11) chromosome, and 

PIM3 on chromosome 22 (22q13). Physiological expression of PIM family genes is 

characteristic for hematopoietic cells (see Figure 1.1), especially in embryonic stem cells and 

early developmental states, such as foetal: spleen, liver, epithelia, or nervous system 22–25. 

While expression of PIM1 and PIM2 is increased in hematopoietic cells and tumours, PIM3 

shows a more promiscuous pattern of expression and low levels of this protein are observed 

in various tissues and solid tumours (Human Protein Atlas, proteinatas.org; and ref. 21). The 

expression of PIM is propelled mostly via the JAK/STAT pathway, by cytokines and growth 

factors including: interleukin-2 (IL-2) 26, IL-3 26,27, IL-4 26, IL-5 28, IL-6, IL-7 26,29, IL-9 26, IL-12 , IL-

15, granulocyte-macrophage colony-stimulating factor (GM-CSF) and G-CSF, alpha interferon 

30, gamma interferon 26,31, erythropoietin, thrombopoietin 32, prolactin 33, or 

lipopolysaccharide 26. Moreover, PIM proteins are overexpressed in most, if not all, human 

lymphomas and leukeaemias, and several solid tumours 34–36. In case of DLBCL, PIM kinases 

are present in both GCB and ABC subtypes, but their elevated expression is more frequent in 

the more aggressive ABC subtype 37. 

 

Figure 1.1 Expression of PIM kinases in the development of haematopoietic cells.  

Source: Bellon et Nicot, 2023 (ref. 21), by permission. 
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PIM mRNA has relatively short half-life ranging from minutes to several hours due to 

AUUA destabilising motifs in their long 3’ untranslated region (UTR) 38 and GC-rich regions in 

5’ UTRs that require 5’-m7G cap for translation 39. Additionally, microRNA miR-33a 40 and miR-

761 41 can downregulate PIM expression. Alternative translation initiation sites give rise to 

two isoforms of PIM1, three isoforms of PIM2, while PIM3 has a single isoform 42.  

PIM proteins are constitutively active and their activity depends on the regulation of 

their transcription, translation, and protein turnover. In other words, their activity 

corresponds to their level in the cell 43,44. The stability of PIMs can be regulated by chaperone 

heat shock protein HSP90, which prevents it from proteasome degradation and maintains 

correct conformation 45. Moreover, PIM SUMOylation promotes ubiquitin-mediated 

degradation, enhances PIM’s activity and possibly changes substrate specificity 46. 

PIMs do not have fixed subcellular localisation and can change cell compartments. For 

example, in normal lymph nodes, PIM1 can have cytoplasmic and/or nuclear localisation, 

while in Burkitt lymphoma, PIM1 is exclusively nuclear 47. In DLBCL, PIM1 can be localised in 

both the cytoplasm and the nucleus with a preference for one of the compartments, or have 

exclusively cytoplasmic localisation, PIM2 has mixed, nuclear-cytoplasmic localisation, while 

PIM3 is cytoplasmic. Interestingly, the nuclear localisation correlates with non-GCB (i.e. with 

more aggressive) DLBCLs, high proliferation and advanced disease stage 48. Therefore, these 

data suggest that PIM’s activity in the nucleus provides survival advantage for DLBCL cells.  

The mechanism of PIM nucleo-cytoplasmic shuttling is poorly understood, however, it 

might be modulated by numerous factors, including isoform, cell differentiation state, cellular 

context, or protein modification. In prostate cancer, shorter PIM1, ~34 kDa, is localised in the 

cytoplasm and the nucleus, while the longer ~44 kDa isoform localises to the plasma 

membrane 49. In myocytes, PIM1 is localised in the cytoplasm during proliferation, but is 

translocated to the nucleus upon differentiation. Interestingly, PIM1 with kinase-inactivating 

mutation K67M did not change its cytoplasmic localisation. This might suggest that the kinase 

activity and autophosphorylation is required for the nuclear translocation in myocytes. In line 

with this hypothesis, in differentiated myotubes, nuclear PIM1 is phosphorylated, while the 

cytosolic protein is unphosphorylated  50. Other studies, however, suggest that the nuclear 

localisation is independent of kinase activity, but rather regulated by the C-terminus of the 

protein 47.  
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Change of subcellular localisation modulates PIM function – most probably due to the 

availability of different substrates in various cell compartments. In a study with human cardiac 

progenitor cells, PIM1 that was engineered to localise in the nucleus antagonised cellular 

senescence, while PIM1 that was directed to the mitochondria preserved mitochondrial 

integrity and increased the proliferation rate. In general, optimal progenitor cell traits were 

achieved upon translocation of PIM1 to specific cellular compartments/organelles 51. These 

results show that the nuclear localisation of PIMs might enable specific gene expression 

programmes modifying cell biology, while the cytoplasmic PIMs participate in maintaining 

already established phenotypes.  

PIM proteins share a considerable similarity of sequences at the amino acid level: PIM1 

and PIM2 are 61% identical, PIM1 and PIM3 are 71% identical, while PIM2 and PIM3 share 

44% homology 52. All three PIM kinases share a common phosphorylation consensus sequence 

(ARKRRRHPSGPPTA), suggesting at least partial functional redundancy 53. In line with this 

finding, several studies confirm compensatory overexpression of other PIM kinases in case of 

a knock out (KO) of one of the family members in mice 54–56, or DLBCL cell lines with single PIM 

are knockdown (KD) with siRNA 37.On the other hand, no compensation by other PIM proteins 

has been observed upon PIM1 or PIM2 shRNA KD in acute myeloid leukaemia (AML) 57 or PIM1 

shRNA KD in prostate cancer cell line 58. These experiments point to redundancy of PIM 

isoforms’ function in certain cellular contexts - such as the disease, or the duration of PIM 

deprivation. It is therefore important from the clinical point of view to verify the dependencies 

between PIMs, and appropriately adjust treatment and dose to inhibit all three kinases when 

they can compensate for the loss of one another.  

Furthermore, triple knockout of PIM in healthy mice did not cause lethality, infertility, 

or other severe phenotype. The mice were, however, smaller and exhibited impaired 

responses of hematopoietic cells to growth factors 38, had lower platelet count, erythrocyte 

hypochromic microcytosis, and slower proliferation of hematopoietic stem cells 59. Since PIM 

kinases are crucial for tumour cells, and cause manageable impairments in healthy tissues 

(and possibly reversible – but that requires further studies), they are promising targets for 

clinical use in treatment of blood cancers. 
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1.2.2 Oncogenic functions of PIM kinases in tumours 

PIM kinases are abundantly expressed in multiple haematological malignancies 21. PIM 

overexpression leads to leukaemia- and lymphomagenesis in mice, albeit at a low frequency 

and with a long latency 60. However, PIM-induced lymphomagenesis is dramatically enhanced 

when PIMs are co-expressed with MYC 26,58,61,62.  

Hypermutation of PIM1 is characteristic for certain subtypes of non–Hodgkin’s lymphoma 

(NHL), including DLBCL 1,63–66. Although PIM1 is one of the most commonly mutated 

oncogenes in this disease, consequences of these mutations are unclear. Most of these 

mutations do not increase enzymatic activity of the kinase, neither lead to its complete loss 

67. Novel, detailed genomic analyses identified that PIM1 mutations frequently co-occur with 

BCL2 gain, concordant MYD88L265P/CD79B mutations and additional mutations of ETV6, 

GRHPR, TBL1XR1 and BTG1 1. Such non-random distribution of mutations suggests that the 

proteins encoded by the genes are involved in common, specific oncogenic pathways.  

 Given the high expression at early developmental stages linked to a plethora of stem-like 

functions (selectively listed below and graphically summarised in Figure 1.2), and relative 

steady-state quiescence in adult tissues, constitutive PIM overexpression in tumours is 

a logical carcinogenic mechanism that renders PIM a promising therapeutic target. 

 

1.2.2.1 PIM-MYC cooperation 

MYC transcription factor plays a vital role in lymphomagenesis, and PIM kinases are 

important regulators of MYC stability and activity 37,68. For example, phosphorylation of 

Ser239 or Ser62 by PIM increases MYC’s stability and/or blocks proteasomal degradation 68. 

Moreover, MYC recruits PIM for phosphorylation of histone H3, which is necessary for the 

expression of 20% of MYC targets (the mechanism is described in detail in section 1.2.2.8) 69,70. 

In turn, MYC participates in the expression of PIMs. Thus, MYC and PIM levels are linked by a 

feed-forward circuit. The powerful role of PIM and MYC cooperation in oncogenesis has been 

experimentally confirmed by overexpression of these proteins in murine embryos, which led 

to accelerated lymphomagenesis in utero or shortly after birth 60,61. 
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MYC regulates transcription of genes involved in key cancer cell functions, such as: cell 

proliferation, cellular metabolism, growth, angiogenesis, metastasis, genomic instability, stem 

cell self-renewal, differentiation, and immunogenicity. Since MYC-induced tumours maintain 

dependency on constitutive MYC expression 71,  therapeutic MYC targeting is of great interest. 

However, up to date the protein remains “undruggable”, and numerous studies focus on 

switching MYC off indirectly. Given the tight cooperation between MYC and PIM, inhibition of 

PIM will also affect MYC targets, impair cancer cell function and likely lead to apoptosis 37,72. 

Therefore, targeting PIMs is a reasonable therapeutic approach in treatment of MYC-driven 

tumours. 

 

 

Figure 1.2 Selected functions of PIM kinases in tumours (created in BioRender). 

 

1.2.2.2 Regulation of transcription via factors other than MYC 

In addition to MYC, PIMs phosphorylate and regulate a plethora of transcription factors 

important for lymphoma pathogenesis.  
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NF-κB pathway participates in cellular responses to various stimuli, such as stress, 

cytokines, or UV, infectious agents. PIM1 phosphorylates RelA (p65), a subunit of NF-κB, at 

Ser276, which prevents degradation by ubiquitin-mediated proteolysis, and activates the 

protein. Moreover, PIM1 contributes to the recruitment of RelA to κB-elements in the 

promoters of TNF-a-responsive genes, including e.g. IL-6 73–75.  

STAT3 and STAT5 TFs are other targets of PIMs in numerous cell types 74–77. Since PIM 

expression is activated via JAK/STAT and NF-κB pathways, these interactions result in a feed-

forward loop. 

FOXP3 is a master regulator transcription factor (TF) in regulatory T cells (Treg). Ser422 

phosphorylation by PIM1 negatively regulates FOXP3 chromatin binding, thus downregulates 

FOXP3-dependent genes involved in immune response, and inhibits the immunosuppressive 

activity of Treg 78,79. PIMs also regulate another protein from this family – FOXO1,  important 

for survival and apoptosis in certain lymphoma cells, including DLBCL and Burkitt lymphoma 

80–82.  

 Taken together, PIMs play an indirect, but crucial role in activation of transcriptional 

programmes connected to cell survival, proliferation and differentiation, migration and 

invasion, angiogenesis or immune response, among others. Importantly, all of these pathways 

are hallmarks of cancer cell biology 83,84. 

 

1.2.2.3 Cell cycle and proliferation 

In addition to regulating transcription through TFs, PIMs modulate the activity of effector 

proteins in many key pathways of proliferation. For example, p27Kip1 and p21Cip1 are cell cycle 

inhibitors that prevent cell cycle progression at G1 phase.  All three PIM kinases bind and 

phosphorylate p27Kip1 in cells and in vitro. This phosphorylation induces p27Kip1 binding to the 

adaptor 14-3-3 protein, resulting in its nuclear export and proteasome-dependent 

degradation. Moreover, PIMs indirectly downregulate p27Kip1 expression by phosphorylation 

and inactivation of FOXO1a and FOXO3a transcription factors 79. Similarly, p21Cip1 can be 

phosphorylated by PIM1 and PIM2, what stabilises the protein and exports it to the nucleus, 

allowing for cell cycle progression from G1/S phases 85,86. Other studies show that PIMs 
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activate CDC25A, M-phase inducer phosphatase 187,88. Interestingly, PIMs’ role in cell cycle is 

not limited to progression from G1/S to mitosis, as the function of CDC25C, a G2/M checkpoint 

phosphatase, is enhanced by phosphorylation by PIM, which allows for G2/M transition 89.  

Phosphorylation by PIM kinases stabilise mouse double minute 2 homologue (MDM2), an 

E3 ubiquitin ligase. PIM kinases phosphorylate MDM2 at S166 and S186, what increases the 

protein’s stability. One of MDM2’s important targets is p53, crucial DNA-damage response 

protein, regulator of apoptosis and cell cycle. Therefore, stabilisation of MDM2 reduces the 

level of p53, reduces DNA damage responses, promotes cell cycle progression and cell survival 

90,91. Consequently, diminution of PIM levels or its inhibition generates p53 activation, 

facilitating stress-induced cell death.  

 

1.2.2.4 Apoptosis inhibition and cell survival 

PIM-mediated phosphorylation of BAD, a pro-apoptotic BCL2-associated agonist of cell 

death, inactivates BAD. Phosphorylated BAD binds to 14-3-3 protein, which blocks its 

association with anti-apoptotic BCL-XL, thus enhancing the escape from programmed cell 

death 92,93. In addition, phosphorylation of ASK1, apoptosis signalling kinase 1, enables cells to 

evade stress-induced apoptosis 94. Considering the importance of apoptosis evasion in cancer 

cell survival, inhibition of PIM appears a potent therapeutic target, especially in BCL2-

overexpressing tumours such as follicular lymphoma, or subtypes of DLBCL. 

 

1.2.2.5 Cell growth, metabolism and protein synthesis via mTOR pathway 

mTOR is a central regulator of growth and metabolism in response to the presence of 

nutrients. PIM kinases are involved in phosphorylation of mTOR substrate 4EBP1 (eIF4E 

binding protein 1) leading to cap-dependent translation initiation 95,96. They also regulate e.g. 

PRAS40 and TSC2 - mTOR inhibitors of substrate binding. Upon phosphorylation by PIM, 

PRAS40 and TSC2 dissociate from mTORC1 and activate the kinase complex 97,98. Thus, since 

PIM regulates elements both upstream and downstream of mTOR, inhibition of PIM impedes 

cancer cell growth, even in the presence of nutrients. 
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1.2.2.6 Multi-drug resistance  

ATP-binding cassette (ABC) transporters are established factors conferring drug 

resistance, involved in transmembrane drug efflux. PIM kinases phosphorylate ABC 

transporters, and increase their expression, thus leading to multi-drug resistance 99–101. 

Inhibition of PIM blocks the efflux, retains the antitumor drug in the cell and increases toxicity. 

Moreover, elevated PIM3 level was found to induce cisplatin resistance in hepatoblastoma, 

while PIM inhibition re-sensitised cells to this drug, and reversed stem-cell-like phenotype of 

the cells 25,102. 

 

1.2.2.7 Metastasis 

Involvement of PIM kinases in tumour metastasis has been characterised in certain solid 

tumours, including hepatocellular carcinoma, prostate cancer and lung adenocarcinoma 96,103–

105. In the latter, metastatic cells exhibited predominantly nuclear localisation, suggesting that 

PIM-associated metastasis is driven by transcriptional reprogramming rather than by 

phosphorylation of cytoplasmic cytoskeleton/motility proteins 96,105. In line with this, in renal 

cell carcinoma, PIM1 was observed to interact with and phosphorylate signalling proteins 

SMAD2 or SMAD3 in the nucleus to induce the expression of transcription factors promoting 

epithelial-mesenchymal transition and metastasis 106. Moreover, in prostate cancer, PIM1-

dependent phosphorylation attenuates NDRG1, a suppressor of metastasis 107. It also 

regulates actin capping proteins CAPZA1 and CAPZB2, and reduces their ability to protect 

polymerised actin from disassembly, thus enhancing prostate cancer cell migration or 

adhesion 108. In renal cell carcinoma, PIM1 was observed to interact with and phosphorylate 

signalling proteins SMAD2 or SMAD3 in the nucleus to induce the expression of transcription 

factors promoting epithelial-mesenchymal transition and metastasis 106. A fraction of DLBCL 

involves extranodal sites (such as central nervous system, gastrointestinal tract, breast, 

mediastinum, testis, skin or bone), therefore, blocking cellular migration is one of the desired 

effects in the therapy of this disease. 
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1.2.2.8 Beyond PIM canonical pathways: Epigenetics and chromatin remodelling 

 In addition to the “canonical” functions of PIM kinases in regulation of key tumour 

functions (enumerated above), PIMs also function as indirect modulators of transcription. At 

MYC-regulated genes, PIM1 is recruited to the enhancers by dimerisation with MBII domain 

of MYC-MAX (MYC-associated factor X) complex. Upon serum treatment, MYC-MAX recruits 

PIM1 to E-boxes of its targets to regulate approximately 20% of MYC-dependent genes. 

Although a mechanism of their regulation has not been elucidated on a genomic scale, single-

locus studies suggest that PIM1 modifies epigenetic landscape of MYC-MAX-PIM1-bound 

regulatory regions 69,70. For example, the MYC-MAX-PIM1 complex is recruited to FOSL1’s 

canonical E-box enhancer, where PIM1 phosphorylates H3S10 at pre-acetylated H3K9acK14ac 

histones. Subsequently, the adaptor protein 14-3-3 binds the H3S10-phosphorylated 

nucleosomes and recruits the histone acetyltransferase MOF to the enhancer regions, where 

MOF is responsible for the acetylation of histone H4 at lysine 16 (H4K16ac). Thus, 

H3K9ac/S10ph/H4K16ac creates a docking platform recognised by bromodomain-containing 

protein 4 (BRD4), a chromatin reader and established marker of enhancers, including super-

enhancers (SE; see section 1.3.3). BRD4 then recruits positive transcription elongation factor 

b (P-TEFb) - a dimer of CDK9 kinase with a regulatory subunit Cyclin T. CDK9 phosphorylates 

Ser2 at C-terminal domain (CTD) of RNA Polymerase II (RNAPII) and releases the promoter-

proximal paused RNAPII into elongation phase (see Figure 1.3). Thus, PIM1-induced H3S10ph 

initiates the cascade of events that leads to transcriptional activation of FOSL1 69. On a side 

note, according to a SE database SeDB, FOSL1 is regulated by a SE in HUVEC cells, in which the 

experiments were performed 109. 

It has been demonstrated that factors such as NF-κB, Androgen receptor, MyoD and 

MYC can recruit P-TEFb to specific loci 69. Interestingly, PIM kinases interact with most of these 

TFs 50,70,73,74,110,111. Whether PIM employ a similar mechanism of transcriptional activation in 

case of genes regulated by these TFs, remains to be elucidated. 
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Figure 1.3 Transcriptional activation of FOSL1 gene by PIM1-induced H3S10ph (Created in 

BioRender.com) 

 

MYC and PIM1 cooperate in several oncogenic mechanisms, but it is the recruitment 

of the MYC-PIM1 complex to the chromatin that seems to be crucial in carcinogenesis. 

Introduction of PIM1 fused with MYC∆C, a mutant unable to bind to the DNA, to fibroblasts 

did not cause transformation, nor phosphorylation of H3S10 at the target genes analysed. In 

turn, fusion of PIM1 to the transformation-defective MYC∆MBII (with mutation in MBII 

domain, responsible for MYC-PIM1 complex formation) could rescue the carcinogenic 

potential and H3 phosphorylation at MYC-binding sites, while co-expression of PIM1 and 

MYC∆MBII separately did not lead to rescue 69. 

In addition, all three PIMs regulate the level of long non-coding RNA H19, involved in stem 

cell and pluripotency phenotype. Interestingly, the effect was MYC-independent, even though 

H19 is a target of MYC. Instead, Singh et al. suggest that in addition to regulation of 

transcription factors that target H19 locus, PIM induce epigenetic changes by controlling the 

level of DNA methylation of regulatory regions that modulate H19 expression, and/or through 

phosphorylation of heterochromatin protein 1 gamma (HP1) 25,112. Other studies confirm 

PIMs’ role in DNA methylation through destabilising phosphorylation on UHRF1, a E3 ubiquitin 

ligase that acts as a key epigenetic regulator by bridging DNA methylation and chromatin 

modification 113. Therefore, PIMs regulate epigenetic landscapes in both direct (H3S10ph) and 

indirect (chromatin modellers, level of H19) ways. 
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1.2.3. PIM inhibitors  

Several PIM inhibitors have reached clinical trials, mostly in hematologic malignancies. 

At first, many studies were terminated after the I phase due to off-target toxicity or insufficient 

therapeutic effect. However, preliminary results of more recent trials are indeed promising. 

 

1.2.3.2 First generation of PIM inhibitors 

Despite promising preclinical results, the first-generation PIM inhibitor SGI-1776 

showed off-target effect associated with unfavourable cardiotoxicity profiles, which led to the 

termination of phase I trial recruiting patients with either castration-resistant prostate cancer 

or R/R NHL114. Another pan-PIM inhibitor - AZD1208, was well tolerated, but exhibited poor 

on-target activity and efficacy in single-agent therapy for advanced solid cancers or refractory 

AML 115. Nevertheless, PIM447 (LGH447) was well tolerated and exhibited moderate 

therapeutic efficacy in R/R multiple myeloma (MM) 116,117. The trials with PIM447 were, 

however, eventually terminated due to disease progression in the majority of patients, leaving 

the conclusion that PIM447 acts as a cytostatic rather than cytotoxic drug  118.  

 

1.2.3.1 Novel PIM inhibitors currently in clinical trials 

There are several ongoing phase I/II studies with newer generations of PIM inhibitors. 

For example, INCB053914 has recently completed a 1b phase trial in DLBCL, in combination 

with a PI3K inhibitor (NCT03688152, the results are not available yet). Previous trials with this 

drug were terminated for tolerability reasons (in combination therapy with cytarabine in 

advanced malignancies; NCT02587598), or withdrawn (NCT04355039, combination therapy 

with pomalidomide and dexamethasone for R/R MM). Other PIM inhibitors: TP-3654 

(NCT03715504, NCT04176198), or ETH-155008, a triple inhibitor of FLT3, PIM3 and CDK4/6 

(NCT04840784) are tested as monotherapy in hematologic and solid tumours in very recently 

commenced clinical trials. 

In this study, I used SEL24/MEN1703, a pan-PIM/FLT3 inhibitor, developed by Ryvu 

Pharmaceutics (formerly Selvita S.A.). Given the dual target kinase profile and our earlier 
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studies demonstrating promising activity in AML preclinical models 119, the inhibitor is 

currently tested in a phase II clinical trial in patients with AML (DIAMOND-01/CLI24-001 trial, 

NCT03008187), where initial results show a manageable safety profile and single-agent 

activity 120. In preclinical studies in lymphoid malignancies, SEL24/MEN1703 was effective in 

inducing apoptosis in DLBCL, primary mediastinal large B-cell lymphoma (PMBL), Hodgkin 

lymphoma (cHL) and chronic lymphocytic leukaemia (CLL) cell lines and patient samples  

37,74,75,121.  Since all DLBCL cell lines used in this work are FLT3-negative 37, the drug’s activity 

in DLBCL can be attributed to pan-PIM inhibition rather than to FLT3. 

 

1.3. Epigenetic regulation of transcription 

The term “epigenetics” refers to processes that modulate gene expression, but are 

independent of DNA-encoded information. The usual modes of this type of control include  

chromatin architecture, histone modifications, DNA methylation, or RNA modifications. These 

elements work cooperatively, and direct a fine-tuned change in gene expression patterns 122–

126. Noteworthy, deregulated epigenetic mechanisms have been recently recognised as 

another hallmark of cancer 83,84.  

 

1.3.1 DLBCL as a disease of dysregulated epigenetics 

Since epigenetic regulation is rapid and reversible, it is a crucial mechanism in repetitive 

switches of GC B-cell phenotype during the several rounds of circulation between the light and 

dark zone. GC B-cells relatively quickly oscillate between two states: robust proliferation 

accompanied by the introduction of DNA mutations that are ignored by DNA damage response 

machinery, and cell selection. Genes that encode chromatin remodellers that participate in 

light-dark zone transitions are often mutated in DLBCL, and evaluated in diagnostics of DLBCL 

according to WHO recommendations, e.g. acetyltransferases CBP/p300, methyltransferases 

KMT2D/C and EZH2 127,128. Furthermore, a recent study identified 150 oncogenic drivers of 

DLBCL through exploratory analysis of 1001 patient samples, followed by an unbiased CRISPR 

for functional confirmation. Importantly, 21 of the identified 150 drivers are epigenetic 
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modulators, while 18 of the 21 lie in the top 75 drivers. In this analysis, the most frequently 

altered gene of all is lysine methyltransferase D2 (MLL2/KMT2D), mutated in 25% of DLBCLs 

129. The substantial representation of malignant mutations in epigenetic modulators 

accentuates the important role of epigenetics in DLBCL pathogenesis.  

 

1.3.2 H3S10ph in transcriptional regulation 

Histone phosphorylation at H3S10 is highly abundant in mitosis (especially metaphase), 

when it plays a significant role in proper chromosome segregation 135. For this reason, 

H3S10ph is regarded as a marker of cell division in molecular research. Although in interphase 

the representation of H3S10ph is radically smaller, the modification serves a vital function in 

orchestrating gene expression. 

Interphase gene-rich regions are broadly occupied by H3S10ph. The mark negatively 

correlates with repressive H3K9me2 130, and frequently occurs on hyperacetylated histones, 

which indicate active chromatin. Moreover, adaptor protein 14-3-3, which binds 

phosphoacetylated proteins is recruited to H3S10phH3K9acK14ac with high affinity, while 

binding of 14-3-3 to H3S10phK14ac protects H3S10 from dephosphorylation and stabilises 

gene expression 131. 14-3-3 can also recruit MOF acetyltransferase to H3S10ph-marked 

enhancers, leading to RNAPII pause release and RNA elongation 69. Interphase H3S10ph also 

attracts the SET domain of KTM2A/MLL1 methyltransferase complex, which not only imposes 

methyl groups at H3K4 (H3K4me3 is a marker of active promoters), but also excludes HP1- and 

Polycomb-mediated chromatin condensation 132, further supporting the role of interphase 

H3S10ph in epigenetic activation.  

Importantly, before S phase, H3S10ph is imposed on early replicating genes that are 

directed to “transcription factories” in the inner, active part of the nucleus 133 (note that the 

term “transcription factory” likely overlaps with the term “super enhancer” 134,135). This way, 

H3S10ph prepares the chromatin for replication, but also inevitably renders the chromatin 

accessible for the interphase transcription machinery. Moreover, H3S10ph protects 

acetylated histone H4 from deacetylation, and thus maintains a platform for BRD4 136. These 

observations further support H3S10ph involvement in regulation of gene expression. 
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H3S10 can be phosphorylated by a plethora of kinases, active in different phases of the 

cell cycle. Interphase kinases include: PIM1, MSK1/2, RSK2, CDK8, IKK-a, JNK, AKT1 and 

MAP3K8, while in mitosis, Aurora kinases are principally responsible for imposing the mark 

131. There is limited data on whether the interphase kinases are redundant. They most 

probably differ in substrate specificity – e.g. MSK1/2 phosphorylates only the promoter, and 

PIM1 only the enhancer of FOSL1 gene 69. 

Despite close homology among the PIM family, to date, the histone writer function has 

been attributed only for PIM1. Interestingly, PhosphoNET kinase predictor (phosphonet.ca, 

Kinexus Bioinformatics Corporation) lists the three PIM kinases as top three hits for the kinase 

of H3S10ph (Figure 1.4). The software predicts kinases responsible for the phosphorylation of 

the input site, based on the similarity to the consensus amino acid substrate context of the 

kinase. The high degree of homology between PIMs, and the prediction results may suggest 

that other PIM kinases might also be able to phosphorylate H3S10, however, to date, there 

are no studies that confirm the epigenetic role of other PIM kinases in cells. On the other hand, 

there are reports which show that isolated PIM3 protein is capable of phosphorylating histone 

H1 in vitro 137,138. 

Transcriptional function of H3S10ph, as well as other H3S10 kinases have been 

comprehensively reviewed by Komar et Juszczyński 131. 

 

Figure 1.4 Top 10 hits of H3S10 kinases prediction by PhosphoNET (phosphonet.ca, Kinexus 

Bioinformatics Corporation). The kinase substrate predictions are based on the deduced 

consensus of phosphorylated amino acid context. 
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 1.3.3 BRD4 and enhancers and super-enhancers 

PIM kinases participate in a cascade of events that leads to transcriptional activation 

through recruitment of BRD4 69, a chromatin reader, abundant in active regions, especially 

SEs. In general, SEs are regulatory regions similar to typical enhancers (TE), but their 

quantifiable characteristics are usually an order of magnitude higher than TEs’, such as the 

genomic span or processivity 139–141. The enrichment with elements like BRD4, but also 

complexes like the Mediator or RNAPII, and active chromatin marks, such as the hallmark 

H3K27ac, or H3K4me1 142 are 10- to 28-fold higher at SEs than at TEs 139. An estimated 1/3 of 

the chromatin load of these factors gathers at SEs, i.e. in the 3% of the occupied regions 139,143. 

Based on these observations, SEs are usually identified computationally with the Rank-

Ordering of Super-Enhancers (ROSE) algorithm developed by R. Young’s group 139,140. Briefly, 

constituent enhancers are stitched together if they locate within a certain distance, followed 

by ranking the enhancers by signal of active chromatin such as H3K27ac, BRD4, or sometimes 

cell-specific TFs marker (input-subtracted; the signal data is drawn from ChIP-Seq experiment). 

Then, the algorithm divides these regions into SEs and TEs by identifying an inflection point of 

active chromatin signal versus enhancer rank. 

In terms of function, SEs activate transcription at distance, independently of their 

orientation to the target gene. They depend on higher-order structures, such as topologically 

associating domains (TAD) 144. Moreover, amassing evidence shows that SEs function as 

membraneless, phase-separated compartments of nucleus, which stabilise robust 

transcription 145–150. 

SEs usually regulate genes associated with cell lineage, function and survival, including 

a number of well-defined oncogenes. Importantly, SE landscape is reshaped in carcinogenesis, 

and tumours exhibit transcriptional addiction to this type of gene regulation 151–153. Elements 

of SEs have even become therapy targets, tested in clinical trials. One example of drug from 

this category is bromodomain inhibitor JQ1, which shows the highest affinity to BRD4. 

Although very promising in cell line models and xenografts, clinical trials were discontinued 

due to poor kinetic profile and low bioavailability 154. Nevertheless, in vitro and in vivo, JQ1 

was able to displace BRD4 from chromatin, and showed anti-tumour activity in numerous solid 

and haematological tumours 154, and is still used as a potent BRD4 inhibitor in basic research. 
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Other SE-targeting drugs in clinical trials, as well as SE function, architecture and regulation in 

haematological malignancies have been systematically reviewed by Dębek et Juszczyński 155. 

 

1.4 Summary and rationale 

PIM kinases are important players in the pathogenesis of DLBCL, the most common 

type of non-Hodgkin lymphoma. They participate in numerous fundamental functions of the 

cell, including proliferation and apoptosis. Interestingly, PIM kinases can be translocated, or 

primarily localised to the nucleus, where they exert different functions then their cytoplasmic 

counterparts, seemingly correlating with the cell’s identity and tumour’s aggressiveness. One 

of these nuclear functions includes phosphorylation of H3S10 by PIM1 (and perhaps other 

PIMs). H3S10ph’s function has not been widely characterised, yet, in the interphase it is 

generally associated with chromatin remodelling leading to activation of gene expression, 

including transcription of key oncogenes. It has been documented, albeit only for the locus of 

FOSL1, that PIM-induced H3S10ph participates in transcriptional activation via BRD4 

recruitment, the key element of SEs. Importantly, cancer cells have been shown to heavily rely 

on SE-regulated genes. DLBCL might especially take advantage of this type of regulation, as 

dysregulated epigenetic mechanisms are one of the key drivers of the disease. 

Taken together, PIM kinases are likely involved in the global epigenetic regulation of 

transcription as epigenetic writers, which potentially has broader effect on gene expression 

programmes than “merely” phosphorylation of TFs, which is one of the canonical functions of 

PIM. I hypothesise that PIM inhibition decreases the level of H3S10ph, which disrupts 

epigenetic patterns and consequently undermines transcription to disturbs key DLBCL cellular 

pathways. This function can thus be a novel mechanism of cytotoxicity of PIM inhibition in 

DLBCL. 
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2. Aims 
 

The aim of this work is to describe the previously uncharacterised role of PIM kinases in 

broad epigenetic regulation of gene expression, and consequences of its inhibition in diffuse 

large B-cell lymphoma. Specifically: 

1. to describe changes in epigenetic landscape after PIM inhibition, 

2. to characterise changes in transcription patterns following PIM inhibition, 

3. and to assess the impact of these changes on DLBCL cell viability and proliferation. 

 

  



37 
 

3. Materials and methods 

3.1 Mammalian cell culture methods 

3.1.1 Handling and functional tests 

3.1.1.1 Cell culture 

Human DLBCL cell lines were purchased from DZSM (German Collection of Microorganisms 

and Cell Cultures) or ATCC (American Type Culture Collection). 

●  LY1, HBL1 and TMD8 were cultured in IMDM with 4-(2-hydroxyethyl)-1-

piperazineethanesulfonic acid (HEPES) and L-glutamine (Lonza, BE12-722F)  

●  DHL4, DHL6, RIVA and U2932 were cultured in RPMI1640 medium (Lonza, BE12-167F) 

supplemented with 1% HEPES (Lonza, BE17-737E) and 1% L-glutamine (Lonza, BE17-605E) 

●  HEK293T cells were cultured in DMEM (Lonza; BE12-614Q) supplemented with 1% 

HEPES (Lonza, BE17-737E) and 1% L-glutamine (Lonza, BE17-605E) 

Table 3.1 Cell lines used in this work. 

CELL CULTURE DESCRIPTION/GENOTYPE COO 

CLASSIFICATION 

SUBTYPE 

LY1 t(14;18) rearrangements, some cryptic, effecting juxtaposition of IGH 

with BCL2 

GCB 

DHL4 Mutations: EZH2 Y641S; t(14;18) effecting BCL2 (MBR)-IGH fusion GCB 

DHL6 Mutations: EZH2 Y641N; t(14;18) effecting IGH-BCL2 fusion GCB 

HBL1 Mutations: CD79B; Tyr196Phe (c.587A>T); Heterozygous; MYD88; 

Leu252Pro (c.755T>C), Heterozygous; t(14,16) 

ABC 

TMD8 Mutations: CD79B; Tyr196His (c.586T>C); Heterozygous; MYD88; 

Leu252Pro (c.755T>C), Heterozygous 

ABC 

U2932 DLBCL developed in a patient with relapsing HL; overexpression of 

BCL2, BCL6 and p53 

ABC 

 



38 
 

All media were supplemented with 10% foetal bovine serum (FBS; Euroclone/Celllab, 

ECS0180L until August 2021, and Sigma Aldrich, F9665 from August 2021 on) and penicillin-

streptomycin (Lonza, DE17-602E), unless otherwise stated in the work. For cell lines 

transfected with plasmids for doxycycline-inducible expression, tetracycline-free FBS (Takara, 

631106) was used. 

The cultures were incubated in 37°C, in a humidified 5% CO2 atmosphere. They were 

handled in sterile conditions, in a laminar flow cabinet (Thermo Scientific, MCS-Advantage™). 

For maintenance, the cultures were split with fresh, full medium every 2-3 days, to the density 

of 0.5*106 cells/ml. The cell culture density was determined with Trypan Blue staining, which 

penetrates only dead cells, while live cells remain unstained. Live/dead cell counting was done 

either manually in the Neubauer chamber under an optical microscope, or in an automated 

cell counter (Nanoentek, Eve™). 24h before any experiment, cells were split so as they were 

in mid-log phase at the time of the experiment. 

 

3.1.1.2 PIM inhibitors 

The dual pan-PIM-FLT3 inhibitor SEL24/MEN1703 was provided by Selvita (Kraków, 

Poland) in 2018-2019, or Menarini Ricerche (Pomezia, Italy) from 2019 on. Pan-PIM inhibitor 

PIM447 was acquired from Selleckchem (S7985). PIM1 inhibitor SGI-1776 was acquired from 

Selleckchem (S2198). The inhibitors were dissolved in dimethyl sulfoxide (DMSO; Sigma-

Aldrich, D8418) and stored in -80°C. 

 

3.1.1.3 Induction of shRNA expression 

Expression of shRNA from Sleeping Beauty plasmids TST201, and pTRIPZ plasmids was 

induced by doxycycline in the concentration of 1μg/ml. Since doxycycline is unstable in the 

culture medium, a fresh portion of the antibiotic was added to the medium daily. 

 



39 
 

3.1.1.4 Cell freezing and thawing 

Cells were frozen in a medium containing 90% FBS and 10% DMSO, in an isopropanol 

freezing container, at the rate of cooling of approximately -1°C/minute, down to -80°C, and 

then transferred to a cryostat. Frozen cells were stored in -180 °C. Thawing was done rapidly, 

by warming the vial in 37°C water bath, immediately followed by dilution of the freezing 

medium with culture medium, centrifugation at 300 x g for 5 min, and resuspension of the cell 

pellet in appropriate culture medium to the density of 1*106 cells/ml. The cells were then 

inspected and split accordingly. If several days after thawing there had still been over 50% of 

dead cells, the culture was subjected to viable cell isolation with histopaque 1077. 

 

3.1.1.5 Viable cell isolation with histopaque 1077  

4 ml of histopaque 1077 (Sigma Aldrich, 10771) was poured to a 15 ml falcon. 8-10 ml 

of cell culture was carefully layered onto the histopaque and centrifuged at 400 x g for 20 min 

in room temperature, with no acceleration and break. Viable cells, which form a coat between 

the histopaque and the medium layers, were collected with a sterile Pasteur pipette, 

transferred to a new 15 ml tube, washed in PBS, and centrifuged at 300 x g, 5 min, room 

temperature. The supernatant was discarded, and the cell pellet was then resuspended in 

appropriate cell culture medium to the density of 0.5-1*106 cells/ml. 

 

3.1.1.6 Apoptosis assessment 

Apoptosis was assessed with either Annexin V-Phycoerythrin (PE) and 7-

aminoactinomycin D (7AAD) staining (BD; 559763), or Annexin V-Fluorescein isothiocyanate 

(FITC) and propidium Iodide (PI) staining (BD; 556547) according to the manufacturer’s 

manual: https://www.bdbiosciences.com/content/bdb/paths/generate-tds-

document.tw.559763.pdf (PE-7-AAD) 

https://www.bdbiosciences.com/content/bdb/paths/generate-tds-document.tw.556547.pdf 

(FITC-PI). The kits are interchangeable, and the selection of the kit was determined considering 

fluorescent proteins inside the cells. 

https://www.bdbiosciences.com/content/bdb/paths/generate-tds-document.tw.559763.pdf
https://www.bdbiosciences.com/content/bdb/paths/generate-tds-document.tw.559763.pdf
https://www.bdbiosciences.com/content/bdb/paths/generate-tds-document.tw.556547.pdf
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One of the first steps in apoptosis is the translocation of phosphatidylserine (PS) from 

the intra- to the extracellular side of the plasma membrane, what recruits macrophages to the 

cell. PS is bound by annexin V, therefore, visualisation of early-apoptotic cells is possible by 

staining cells with annexin V conjugated with a fluorochrome, FITC, or PE. In turn, PI or 7-AAD, 

penetrate cells with disrupted cell membrane, i.e. dead cells, and bind DNA. Therefore, double 

staining with annexin V conjugate and the DNA-binding agent enables visualisation of live-

apoptotic-dead cells in the culture (see Figure 3.1). 

 

Figure 3.1 Schematic of apoptosis staining results. Cells in the lower left quadrant are alive, 

and do not bind annexin V, nor are penetrated by the DNA-binding agent. In the lower right 

quadrant, there are cells which have translocated PS to the extracellular side of the 

membrane, but the membrane is still intact, hence, they are early apoptotic. Cells in the upper 

right quadrant bind annexin, and have stained DNA, so they are dead cells. Cells that have 

disrupted cell membrane, but have not initiated apoptotic PS reversal are necrotic, and are 

reflected in the upper left quadrant. Image source: https://www.raybiotech.com/raybio-

annexin-v-apoptosis-kit-raybright-v450/ 

 

3.1.1.7 Cell cycle arrest and PIM inhibitors treatment 

Addition of high concentrations of thymidine to the culture medium causes 

competitive inhibition in the deoxynucleotide metabolism pathway, thus interrupting DNA 

replication, and arresting the cells in G1/S phase of the cell cycle. The cells were seeded at 

0.5*106 cells/ml in full medium with the addition of 2 mM thymidine and incubated for 18h. 

After that time, the cell cycle arrest was confirmed by Hoechst stain, the medium with 

thymidine was washed out, and the cells were resuspended in fresh medium containing PIM 

inhibitor: 1.5 μM of SEL24/MEN1703 or 7 μM of PIM447, for 2 hours. The duration of 
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treatment has been optimised for the maximal time when the majority of cells were still in 

G1/S after thymidine washout. 

 

3.1.1.8 Cell cycle assessment – Hoechst stain 

Cell cycle phase distribution was assessed by Hoechst 34580 (BD; 565877) staining 

followed by flow cytometry visualisation. Hoechst solution was added to the culture at 

concentration of 10 μg/mL, and incubated for 30 minutes at 37°C. Next, the cells were 

assessed in flow cytometer (CytoFLEX, Beckman Coulter) in PB-450 channel. 

Hoechst binds preferentially to adenine-thymine regions of double-stranded DNA. 

Therefore, G1 phase was attributed to the highest peak in PB-450 histogram for the control 

sample, i.e. the sample of the same cell line, not treated with any inhibitors. The peak that 

reflects twice as intensive fluorescence (and thus DNA amount) was deemed G2/M phase. The 

area between the peaks represents cells in S phase, when DNA is being synthesised, anywhere 

from 2n to 4n. Peaks of fluorescence below the G1 peak’s levels represent dead cells, with 

fractured DNA, while peaks above G1/M fluorescence levels stand for polyploid cells (see 

Figure 3.2). 

 

Figure 3.2 Schematic of cell cycle distribution in Hoechst-stained cells. The intensity of 

fluorescence reflects DNA amount: 2n in G1, 4n in G2M before cell division, and amount 

between 2n and 4n during DNA synthesis, i.e S phase. Image source: 

thermofisher.com/order/catalog/product/R37165 
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3.1.1.9 Proliferation and metabolism assay - MTS 

Cell proliferation was assessed with metabolic test using Promega CellTiter 96™ 

Aqueous One Solution Cell Proliferation Assay (MTS) kit (Promega, G3580) following the 

manufacturer’s protocol: https://pl.promega.com/-

/media/files/resources/protocols/technical-bulletins/0/celltiter-96-aqueous-one-solution-

cell-proliferation-assay-system-

protocol.pdf?rev=3c361e9a413e4bf9a6c94a3d1bfbbbd9&sc_lang=en .  

Briefly, the test uses the conversion of a yellow solution of MTS (3-(4,5-

dimethylthiazol-2-yl)-5-(3-carboxymethoxyphenyl)-2-(4-sulfophenyl)-2H-tetrazolium) to 

a purple formazan in the presence of phenazine methosulfate by NADPH-dependent 

dehydrogenases. These enzymes are active only in viable cells, therefore, the intensity of the 

solution reflects the number of viable cells. Cell culture, as well as a blank sample containing 

only culture medium, were incubated with MTS solution for 2-4 hours. The time was 

determined with regard to the number of seeded cells (from 5 to 10 thousands, depending on 

the cell line) and was constant throughout the experiment. The absorbance was measured at 

490 nm, and was proportional to formazan amount, and thus viable cell number. 

 

3.1.1.10 Proliferation assay – cell count using flow cytometry 

Since CytoFLEX is equipped with a peristaltic pump, it maintains even flow and enables 

precise calculation of cell density in the sample. By staining with PI or 7AAD, which penetrate 

only dead cells, it is possible to calculate the number of viable cells. This method is very 

sensitive and does not measure metabolism, thus overpassing the eventual false positive 

results of MTS assay, as apoptosis can also be an energy-consuming process. 

Cell culture was thoroughly mixed. 100 μl of the culture was transferred to a cytometer 

tube, mixed with 1 μl of PI or 7AAD, and incubated for 10 min at room temperature, in the 

dark. The population of single cells was determined by gating cells whose FSC-Area to FSC-

Height ratio was a linear function. The number of viable cells was determined by counting 

PI/7AAD negative cells. 

 

https://pl.promega.com/-/media/files/resources/protocols/technical-bulletins/0/celltiter-96-aqueous-one-solution-cell-proliferation-assay-system-protocol.pdf?rev=3c361e9a413e4bf9a6c94a3d1bfbbbd9&sc_lang=en
https://pl.promega.com/-/media/files/resources/protocols/technical-bulletins/0/celltiter-96-aqueous-one-solution-cell-proliferation-assay-system-protocol.pdf?rev=3c361e9a413e4bf9a6c94a3d1bfbbbd9&sc_lang=en
https://pl.promega.com/-/media/files/resources/protocols/technical-bulletins/0/celltiter-96-aqueous-one-solution-cell-proliferation-assay-system-protocol.pdf?rev=3c361e9a413e4bf9a6c94a3d1bfbbbd9&sc_lang=en
https://pl.promega.com/-/media/files/resources/protocols/technical-bulletins/0/celltiter-96-aqueous-one-solution-cell-proliferation-assay-system-protocol.pdf?rev=3c361e9a413e4bf9a6c94a3d1bfbbbd9&sc_lang=en
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3.1.1.11 Phospho-flow 

Changes of H3S10ph levels in cell cycle phases after PIM inhibition were assessed by 

double staining with anti H3S10ph-FITC antibody and Hoechst. The cells were treated with 1.5 

μM SEL24/MEN1703, or DMSO. After 6h and 24h, a fraction of cells was collected from the 

culture, washed in cold PBS, and resuspended in 1.5 ml of cold PBS, to which 3.5 ml of 100% 

ice-cold ethanol was gradually added to fix the cells. The cells were kept at 4°C until staining. 

For staining, the cells were washed twice with cold PBS, and subsequently 

permeabilised for 20 min with BSA-T-PBS buffer containing PBS, 0,2% Triton X-100 and 1% BSA 

(100 μl per 1*106 cells), in order to gently perforate the nucleus. The suspension was 

centrifuged, and 100 μl of BSA-T-PBS with anti-H3S10ph antibody (Cell Signalling Technology, 

3377), or rabbit IgG isotype control antibody (Invitrogen, 02-6102), diluted 1:800, was added 

to the cell solution and incubated in the dark for 1 h, on ice. Then, the cells were washed in 

BSA-T-PBS, and resuspended in 100 μl BSA-T-PBS with anti-rabbit-Alexa Fluor 488 (Cell 

Signalling Technology, 4412) diluted 1:600. Washed cells were resuspended in 100 μl BSA-T-

PBS with 100 μg of RNAse A and Hoechst and incubated for 15 min, and washed in BSA-T-PBS. 

The cytometry recording was done with previously compensated matrix corrections. 

 

3.1.1.12 RNA measurement in live cells by flow cytometry 

RNA amount was measured in live cells by staining with acridine orange and flow 

cytometry. Acridine orange interacts with RNA by electrostatic attraction, and emits red 

fluorescence (>630 nm). Therefore, red fluorescence intensity was measured in stained cells, 

treated with PIM inhibitor or DMSO. 

 

3.1.1.13 Cell sorting using flow cytometry 

 Cells expressing fluorescent proteins were sorted with MoFlo Astrios cell sorter 

(Beckman Coulter) at the Institute of Haematology and Transfusion Medicine. 7AAD was 

added to the sample 10 minutes before the sort to stain dead cells. The population of live cells 

expressing the fluorescent reporter protein of interest was then gated and sorted from the 

sample.  
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3.1.2 Genetic engineering 

3.1.2.1 Lentivirus generation and lentiviral transduction 

Cell lines transfected with pTRIPZ were generated by Małgorzata Bajor, Medical 

University of Warsaw. Cell lines transfected with pSFFV and its derivatives were generated by 

Sonia Dębek. 24 hours before transfection, HEK 293-T cells were plated in a 10-cm plate. On 

the day of transfection, at 70% confluence, the medium is replaced with fresh DMEM. PEI at 

final concentration of 1 mg/ml was mixed with antibiotic-free and serum-free medium, 1.5 ml 

per transfection, and incubated for 5 min at room temperature. Next, 10.67 μg of the plasmid 

with the gene of interest, 8 μg of psPAX2 and 5.33 μg of pMD2G were added to the tube, 

mixed and incubated for 20 min. The PEI-plasmid mix was then added dropwise to the plate 

with cells, and incubated in 37°C. After 16 hours the medium was replaced with fresh DMEM. 

The medium, which contained the lentivirus, was collected, filtered through 0.45 μm pores to 

remove residual HEK293-T, and frozen in – 80°C. Fresh medium was added to the plate. After 

24 h medium was again collected, filtered and frozen. 

For lentiviral transduction, 2 millions of target lymphoma cells in mid log phase were 

used per transduction. Polybrene and viral supernatant were added to the cell suspension. 

The cells were then spin-inoculated for 1 hour at 1000 x g, in 30°C. Extra medium was added 

to the well after the inoculation. The cells were incubated for 24h in 37°C. After that time, the 

lentivirus-containing medium was replaced with fresh full medium appropriate for the target 

cells. After 3 days, GFP-positive cells were separated from the culture by flow cytometry 

sorting. 

 

3.1.2.2 Lymphoma cell electroporation and antibiotic selection 

Sleeping Beauty plasmids pSBX100, TST209 and TST201 derivatives were introduced 

into lymphoma cell lines via electroporation. The electroporation method, and the method ’s 

conditions were optimised for each line. 

Ly1 was electroporated using the Neon Transfection System (Invitrogen, MPK5000) 

according to the manufacturer’s protocol, in buffer R, with conditions: 1200 V, 20 ms, 2 pulses. 

Antibiotic selection began approximately 2 days after the electroporation. 
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HBL1 was electroporated with GenPulser (BioRad, 165266). 20 mln of cells were 

collected, centrifuged, resuspended in 500ul electroporation medium containing RPMI1640 

medium supplemented with 50% FBS and 50 mM xylitol (serilised by filtration) and transferred 

to 4 mm electroporation cuvettes. 10 μg of the plasmid of interest and 15 μg of SBX100 

plasmid with transposase were added to the suspension and thoroughly mixed. The cells were 

subject to electroporation with conditions: Square Wave, 1 pulse, 250 V, 20 ms. After the 

pulse, the cells were gently collected from the cuvette and transferred to a plate with fresh, 

warm, IMDM medium with 10% FBS, but without antibiotics. The cells were checked every 

day, and as soon as they regained normal morphology and proliferation (3-7 days), were 

subject to antibiotic selection. 

Doses of antibiotics were experimentally optimised for each cell line. For each 

selection, parental, not modified cells were also treated with an antibiotic. The selection 

ended when all parental cells were dead. Puromycin (Sigma Aldrich, P8833) selection lasted 

2-3 days. 2 μg/ml was added to Ly1 cell lines. HBL1 was treated with 1 μg/ml. G418 (Pol-Aura, 

PA-03-2946-A) selection took 10-14 days. Ly1 was treated with 2.5 μg/ml, HBL1 was treated 

with 1.25 μg/ml.  

 

3.1.3.4 List of genetically engineered cell lines used in this work 
 

Table 3.2 Genetically engineered cell lines used in this work. 

# CELL LINE DESCRIPTION SOURCE 

1 Ly1-pTRIPZ-PIM1 OCI-Ly1 with pTRIPZ-PIM1 for inducible KD of PIM1 This work 

2 Ly1-pTRIPZ-PIM2 OCI-Ly1 with pTRIPZ-PIM2 for inducible KD of PIM2 This work 

3 Ly1-pTRIPZ-PIM3 OCI-Ly1 with pTRIPZ-PIM3 for inducible KD of PIM3 (likely 
not functional) 

This work 

4 Ly1-SB-TST209 OCI-Ly1 with tetracycline repressor (pTST209) This work 

5 Ly1-SB-shPIM1.2 OCI-Ly1 with pTST201-shPIM1.2 for inducible KD of PIM1 This work 

6 Ly1-SB-shPIM1.3 OCI-Ly1 with pTST201-shPIM1.3 for inducible KD of PIM1 This work 

7 Ly1-SB-shPIM1.4 OCI-Ly1 with pTST201-shPIM1.4 for inducible KD of PIM1 This work 

8 Ly1-SB-shPIM1.5 OCI-Ly1 with pTST201-shPIM1.5 for inducible KD of PIM1 This work 

9 Ly1-SB-shPIM2.1 OCI-Ly1 with pTST201-shPIM2.1 for inducible KD of PIM2 This work 

10 Ly1-SB-shPIM2.2 OCI-Ly1 with pTST201-shPIM2.2 for inducible KD of PIM2 This work 

11 Ly1-SB-shPIM2.3 OCI-Ly1 with pTST201-shPIM2.3 for inducible KD of PIM2 This work 

12 Ly1-SB-shPIM2.4 OCI-Ly1 with pTST201-shPIM2.4 for inducible KD of PIM2 This work 

13 Ly1-SB-shPIM2.5 OCI-Ly1 with pTST201-shPIM2.5 for inducible KD of PIM2 This work 

14 Ly1-SB-shPIM3.1 OCI-Ly1 with pTST201-shPIM3.1 for inducible KD of PIM3 This work 
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15 Ly1-SB-shPIM3.2 OCI-Ly1 with pTST201-shPIM3.2 for inducible KD of PIM3 This work 

16 Ly1-SB-shPIM3.3 OCI-Ly1 with pTST201-shPIM3.3 for inducible KD of PIM3 This work 

17 Ly1-SB-shPIM3.4 OCI-Ly1 with pTST201-shPIM3.4 for inducible KD of PIM3 This work 

18 Ly1-SB-shPIM3.5 OCI-Ly1 with pTST201-shPIM3.5 for inducible KD of PIM3 This work 

19 Ly1-SB-shSCR OCI-Ly1 with pTST201-shSCR, control cell line for Sleeping 
Beauty system 

This work 

20 Ly1-SB-shTRIPLE OCI-Ly1 with pTST201-shTRIPLE for inducible KD of PIM1, 
PIM2, PIM3 

This work 

21 HBL1-SB-TST209 HBL1 with tetracycline repressor (pTST209) This work 

22 HBL1-SB-
shPIM1.4 

HBL1 with pTST201-shPIM1.4 for inducible KD of PIM1 This work 

23 HBL1-SB-
shPIM1.5 

HBL1 with pTST201-shPIM1.5 for inducible KD of PIM1 This work 

24 HBL1-SB-
shPIM2.1 

HBL1 with pTST201-shPIM2.1 for inducible KD of PIM2 This work 

25 HBL1-SB-
shPIM2.4 

HBL1 with pTST201-shPIM2.4 for inducible KD of PIM2 This work 

26 HBL1-SB-
shPIM3.2 

HBL1 with pTST201-shPIM3.2 for inducible KD of PIM3 This work 

27 HBL1-SB-
shPIM3.4 

HBL1 with pTST201-shPIM3.4 for inducible KD of PIM3 This work 

28 HBL1-SB-shSCR HBL1 with pTST201-shSCR, control cell line for Sleeping 
Beauty system 

This work 

29 HBL1-SB-
shTRIPLE 

HBL1 with pTST201-shTRIPLE for inducible KD of PIM1, 
PIM2, PIM3 

This work 

30 DHL4-pSFFV-
H3wt 

DHL4 with pSFFV-H3 for constitutive overexpression of 
Flag-tagged histone H3 

This work 

31 DHL4-pSFFV-
H3S10A 

DHL4 with pSFFV-H3S10A for constitutive overexpression 
of Flag-tagged histone H3 with H3S10A mutation 

This work 

32 DHL4-pSFFV DHL4 with pLV-SFFV-MCS-IRES-GFP, control cell line This work 

33 HBL1-pSFFV-
H3wt 

HBL1 with pSFFV-H3 for constitutive overexpression of 
Flag-tagged histone H3 

This work 

34 HBL1-pSFFV-
H3S10A 

HBL1 with pSFFV-H3S10A for constitutive overexpression 
of Flag-tagged histone H3 with H3S10A mutation 

This work 

35 HBL1-pSFFV HBL1 with pLV-SFFV-MCS-IRES-GFP, control cell line This work 

 

 

3.2 Bacterial methods 

3.2.1 Bacterial strains and bacteria culture conditions 

pTRIPZ and pSFFV plasmids were generated in One Shot™ Stbl3™ Chemically 

Competent E. coli, (Invitrogen, C737303; F-mcrB mrrhsdS20(rB
-, mB) recA13 supE44 ara14 

galK2 lacY1 proA2 rpsL20 (StrR) xyl-5 λ-leumtl-1). Since this strain is RecA (recombinase) 

deficient, the cells are suitable for growing viral vectors with long terminal repeats (LTRs).  
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Sleeping Beauty vectors TST30, TST201, TST209 and their derivatives were generated 

in chemically competent DH5α E. coli (F- 80d lacZ M15 (lacZYA-argF) U169 recA1 endA 

1hsdR17(rk-, mk+) phoAsupE44 -thi-1 gyrA96 relA1). 

Competent bacteria were stored in -80°C and thawed on ice. Bacteria cultures were 

propagated in sterilised LB medium (1% (w/v) Tryptone/Peptone ex casein, 0.5% (w/v) Yeast 

Extract, 1% (w/v) NaCl) supplemented with selection antibiotic (ampicillin (Sigma Aldrich, 

A9518), in 37°C, overnight. Agar plates were incubated in a steady incubator, and liquid 

cultures with shaking at 200 rmp. 

 

3.2.2 Bacteria transformation – heat shock 

10-50 ng of plasmid DNA, or 10 μl of ligation reaction mixture, was added to 100 μl 

chemo-competent cells, mixed by flicking the tube, and incubated on ice for 30 min. The tubes 

were then transferred to a thermoblock warmed to 42°C for 2 min, and placed on ice for 2 

min. 500 μl of warm SOC medium (0.5% (w/v) Yeast Extract, 2% Tryptone /Peptone ex casein, 

10 mM NaCl, 2.5 mM KCl, 10 mM MgCl2, 10 mM MgSO4, 20 mM Glucose) was added to the 

heat-shocked bacteria, followed by incubation of the tube for 40 min in 37°C, with shaking. 

The tube was then centrifuged at 5000 rpm for 5 min. The bacterial pellet was resuspended in 

100 μl of sterile LB medium, and plated on a 10-cm LB-agar plate with selective antibiotic 

(ampicillin; Sigma Aldrich, A9518). The plate was incubated at 37°C overnight. 

 

3.2.3 Colony PCR  

Colony PCR was used as a screening procedure for constructs after plasmid cloning. 

It was done in the same conditions as regular PCR, but instead of DNA template, bacterial 

colony from agar plate was added to the reaction mixture. The tip that was used to collect the 

colony was kept in sterile conditions. Colonies which yielded the required product (visible after 

gel electrophoresis, under ultraviolet (UV) light in a transilluminator) were propagated in LB 

medium with selection antibiotic by inoculating the medium with the appropriate saved tip, 
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and incubated overnight at 37°C with shaking at 200 rmp. After 12-16 h, the culture was 

subject to plasmid isolation. 

 

3.3 Molecular methods 

3.3.1 Nucleic acids 

3.3.1.1 RNA isolation 

Total RNA was isolated from samples using GeneMATRIX Universal RNA/miRNA 

Purification Kit (EurX, E3599), according to the manufacturer’s manual: 

https://eurx.com.pl/docs/manuals/pl/e3599.pdf , Section II and Section IV. RNA samples were 

stored in -80°C. 

 

3.3.1.2 cDNA synthesis  

cDNA was obtained from RNA, with Transcriptor Universal cDNA Master (Roche, 

5893151001) following the manufacturer’s protocol: 

https://www.sigmaaldrich.com/deepweb/assets/sigmaaldrich/product/documents/340/811

/transcriptor-universal-cdna-master.pdf. 1 μg of RNA was used per reaction. 

 

3.3.1.3 qPCR 

The reaction was performed of CFX96 (BioRad), and the samples were prepared with 

iTaq™ Universal SYBR® Green Supermix (Bio-Rad; 1725124), following the manufacturer’s 

protocol: https://www.bio-rad.com/webroot/web/pdf/lsr/literature/10041157.pdf. GAPDH 

was the reference gene in all described experiments. 

 

https://eurx.com.pl/docs/manuals/pl/e3599.pdf
https://www.sigmaaldrich.com/deepweb/assets/sigmaaldrich/product/documents/340/811/transcriptor-universal-cdna-master.pdf
https://www.sigmaaldrich.com/deepweb/assets/sigmaaldrich/product/documents/340/811/transcriptor-universal-cdna-master.pdf
https://www.bio-rad.com/webroot/web/pdf/lsr/literature/10041157.pdf
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3.3.1.4 Polymerase Chain Reaction (PCR) 

PCR was performed with Phusion™ High–Fidelity DNA Polymerase (Thermo Scientific, 

F530) according to the manufacturer’s protocol: https://assets.thermofisher.com/TFS-

Assets/LSG/manuals/MAN0012393_Phusion_HighFidelity_DNAPolymerase_UG.pdf. 

Temperature of annealing was adjusted to the melting temperature of the primers. The 

primers were ordered from Sigma Aldrich, or Oligo.pl (at the Institute of Biochemistry and 

Biophysics, Polish Academy of Sciences) for Sleeping Beauty oligos. Time of extension was 

adjusted to the length of the expected DNA product. The product of PCR was subject to 

electrophoresis in agarose gel with ethidium bromide, and visualised in UV light in a 

transilluminator. 

 

3.3.1.5 Plasmid isolation - miniprep 

Small-scale plasmid isolation was performed with Plasmid Miniprep DNA Purification 

Kit (EurX, E3500), according to the manufacturer’s manual 

(https://eurx.com.pl/docs/manuals/pl/e3500.pdf). The composition of the buffers is not 

publicly available, but the protocol follows alkaline lysis of bacteria followed by DNA 

purification with SiO₂ columns and DNA concentration measurement. 

 

3.3.1.6 Plasmid isolation – endotoxin-free maxi prep 

Since residual bacterial endotoxins might induce human cell death, and thus bias the 

results, plasmids for human cell lines modification were obtained following endotoxin-free 

maxi prep protocols.  

For pSFFV and pTRIPZ, EndoFree® Plasmid Maxi Kit (Qiagen, 12362) was used, 

according to the manufacturer’s protocol 

(https://www.qiagen.com/us/resources/download.aspx?id=a48e64ab-27cf-4576-bb93-

98bbd0e1229e&lang=en). Briefly, bacterial cells were lysed under alkaline conditions, and the 

lysates were cleared using the “QIAfilter Cartridge”. Next, the Endotoxin Removal Buffer was 

added to the cleared lysate, and the sample was incubated on ice. The mixture was then 

https://assets.thermofisher.com/TFS-Assets/LSG/manuals/MAN0012393_Phusion_HighFidelity_DNAPolymerase_UG.pdf
https://assets.thermofisher.com/TFS-Assets/LSG/manuals/MAN0012393_Phusion_HighFidelity_DNAPolymerase_UG.pdf
https://eurx.com.pl/docs/manuals/pl/e3500.pdf
https://www.qiagen.com/us/resources/download.aspx?id=a48e64ab-27cf-4576-bb93-98bbd0e1229e&lang=en
https://www.qiagen.com/us/resources/download.aspx?id=a48e64ab-27cf-4576-bb93-98bbd0e1229e&lang=en
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transferred to the DNA-binding anion-exchange tip. The tip, with bound DNA, was then 

washed several times, at which stage bacterial metabolites, RNA, proteins, and other 

contaminants were removed. The plasmid DNA was then eluted in high-salt buffer, 

concentrated, and desalted by isopropanol precipitation followed by centrifugation and 

resuspension in TE buffer. 

For Sleeping Beauty, a custom-made kit was used. The procedure followed the same 

protocol as Qiagen method, with three differences: (i) the buffers were prepared at the 

laboratory, (ii) instead of “QIAfilter Cartridge”, coffee filters were used, (iii) DNA-binding 

columns, DEAE midi/maxi columns, were purchased from EpochLife Sciences. 

Endo-free Maxi prep buffers compositions: 

Buffer P1 (resuspension buffer): 50 mM Tris·Cl, pH 8.0; 10 mM EDTA; 100 µg/ml RNase A 

(RNAse A is added directly before use) 

Buffer P2 (lysis buffer): 200 mM NaOH, 1% SDS (w/v) 

LyseBlue: 43 mg/ml thymolphthalein (1000x concentrated) 

Buffer P3 (neutralization buffer): 3.0 M potassium acetate, pH 5.5 

Buffer ER (endotoxin-removal buffer): 750 mM NaCl, 10% Triton X-114 (v/v), 40 mM MOPS, pH 

7.0 

Buffer QBT (equilibration buffer): 750 mM NaCl; 50 mM MOPS, pH 7.0; 15% isopropanol (v/v); 

0.15% Triton® X-100 (v/v) 

Buffer QC (wash buffer): 1.0 M NaCl; 50 mM MOPS, pH 7.0; 15% isopropanol (v/v) 

Buffer QN (elution buffer): 1.6 M NaCl; 50 mM MOPS, pH 7.0; 15% isopropanol (v/v) 

TE: 10 mM Tris·Cl, pH 8.0; 1 mM EDTA 

 

3.3.1.7 Nucleic acid concentration measurement 

RNA and DNA content in samples was measured with a μDrop™ plate (Thermo 

Scientific, N12391), in plate scanner (Thermo Scientific, Multiscan™). Absorbance at 320 nm, 
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280 nm, 260 nm, and 230 nm was measured, and used to calculate the concentration and 

purity of nucleic acid samples. 

DNA was calculated in the following formula:  

c=(A260-A320)*((50 μg/ml)/PATHLENGTH_CM)  

where: c = dsDNA concentration in μg/ml, A260 = absorbance value at 260 nm after blank 

subtraction, A320 = absorbance value at 320 nm after blank subtraction, and 

PATHLENGTH_CM = pathlength value of the μDrop Plate in cm. Since the μDrop Plate has a 

fixed nominal pathlength of 0.05 cm, the equation used to calculated the concentration was 

always c=(A260-A320)*((50 μg/ml)/0.05). 

260/280 and 260/230 absorbance ratios were used to determine the purity of nucleic acid 

measurements. The former detects contamination by protein and/or phenol, while the latter 

– contamination by organic compounds. Samples with the 260/280 ratio which was higher or 

equal 1.8, and ratio 260/230 of 2.0-2.2 were regarded as pure, however, lower or higher ratios 

did not discriminate the samples from further handling. 

3.3.1.8 Sanger sequencing 

DNA samples were prepared for Sanger sequencing with BigDye™ Terminator v3.1 

Cycle Sequencing Kit (Thermo Fisher,  4337455). The sequencing was performed at the 

Department of Molecular Biology, Institute of Haematology and Transfusion Medicine. 

3.3.1.9 Enzymes used in subcloning 

Cloning was done using standard molecular biology procedures (subcloning).  

Table 3.3 Enzymes used in this work. 

# ENZYME MANUFACTURER, CATALOGUE 

NUMBER 

PURPOSE 

1 BamHI Thermo Fisher, ER0055 Restriction digestion for Sleeping Beauty 

plasmids cloning 

2 BglII Thermo Fisher, ER0082 Restriction digestion for Sleeping Beauty 

plasmids cloning 

3 BstXI Thermo Fisher, FD1024 Restriction digestion for Sleeping Beauty 

plasmids cloning 

4 FastAP Thermo Fisher, EF0651 Dephosphorylation of 3’ and 5’ ends DNA 

after restriction digestion, various plasmids 
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5 MluI Thermo Fisher, ER0561 Restriction digestion for pSFFV cloning 

6 SacI Thermo Fisher, FD1133 Restriction digestion for Sleeping Beauty 

plasmids cloning 

7 SalI Thermo Fisher, ER0641 Restriction digestion for pSFFV cloning 

8 T4 DNA 

Ligase 

Thermo Fisher, EL0012 Ligation of DNA, all plasmids 

9 
T4 Polynucleotide 

Kinase  

Thermo Fisher, EK0032 Phosphorylation of DNA 5’ ends of annealed 

oligos, pTRIPZ-PIM3 and Sleeping Beauty 

plasmids 

 

3.3.1.9 List of oligonucleotides/primers used in this work 

Table 3.4 Oligonucleotides used in this work. 

# NAME SEQUENCE 5'-3' DESCRIPTION 

1 SD1-EcoRI-FLAG-
H3F3A-Fw 
 

ATACCGGAATTCATGGACTACAAAGACGATGAC
G 

Used to introduce Flag tag and EcoRI 
restriction site at 5’ end of H3F3A 

2 SD2-BamHI-
H3F3A-Rv 

AAACGCGGATCCCTTAAGCACGTTCTCCACG Used to introduce BamHI restriction 
site at 3’ end of H3F3A 

3 SD3-S10Amut-Fw GCCCGCAAAGCGACCGGTGGTAAAGCACCC Used for directional mutagenesis of 
H3F3A, for introduction of T28>G 
mutation, resulting in H3S10A 
mutation. Forward primer. 

4 SD4-S10Amut-Rv GGGTGCTTTACCACCGGTCGCTTTGCGGGC Used for directional mutagenesis of 
H3F3A, for introduction of T28>G 
mutation, resulting in H3S10A 
mutation. Reverse primer. 

5 SD34_TRIPZ_shPI
M3_FW_XhoI 

TCGAGAAGGTATATTGCTGTTGACAGTGAGCGA
CCGGCGCCTGTCAGAAGATGAACATCTCGAGAT
GTTCATCTTCTGACAGGCGTTTTTGGTGCCTACT
GCCTCGG 

Top strand of shPIM3 insert for pTRIPZ 

6 SD35_TRIPZ_shPI
M3_RV_EcoRI 

AATTCCGAGGCAGTAGGCACCAAAAACGCCTGT
CAGAAGATGAACATCTCGAGATGTTCATCTTCT
GACAGGCGCCGGTCGCTCACTGTCAACAGCAAT
ATACCTTC 

Bottom strand of shPIM3 insert for 
pTRIPZ 

7 SD36_SFFV_H3S10
A_FW 

AAACGCGGATCCaccatggATGGACTACAAAGAC
GATGACG 

Used to obtain the pSFFV-H3S10A and 
pSFFV-H3wt plasmids, with Kozak 
sequence. 

8 SD37_SFFV_H3S10
A_RV 

ATACCGTGCGCATTAAGCACgTTCTCCACG Used to obtain the pSFFV-H3S10A and 
pSFFV-H3wt plasmids, with Kozak 
sequence. 

 

Additionally, each of the 15 Sleeping Beauty inserts with shRNAs was designed and 

ordered as two complementary oligos. Target sequence for each shRNA is listed in the “List of 

plasmids used in this work” section. 

# NAME SEQUENCE 5'-3' DESCRIPTION 

9 Oligo_shPIM1.1_T gatctGCCATCAAACACGTGGAGAATTCAAGA 
GATTCTCCACGTGTTTGATGGTTTTTTgagct 

Top strand for shPIM1.1 insert 
for TST30 
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10 Oligo_shPIM1.1_B cAAAAAACCATCAAACACGTGGAGAATCTCTTGA 
ATTCTCCACGTGTTTGATGGCa 

Bottom strand for shPIM1.1 
insert for TST30 

11 Oligo_shPIM1.2_T gatctGTGCAAGATCTCTTCGACTTTCAAGAGAA 
GTCGAAGAGATCTTGCACTTTTTTgagct 

Top strand for shPIM1.2 insert 
for TST30 

12 Oligo_shPIM1.2_B cAAAAAAGTGCAAGATCTCTTCGACTTCTCTTGA 
AAGTCGAAGAGATCTTGCACa 

Bottom strand for shPIM1.2 
insert for TST30 

13 Oligo_shPIM1.3_T gatctGCAAGATCTCTTCGACTTCTTCAAGAGAG 
AAGTCGAAGAGATCTTGCTTTTTTgagct 

Top strand for shPIM1.3 insert 
for TST30 

14 Oligo_shPIM1.3_B cAAAAAAGCAAGATCTCTTCGACTTCTCTCTTGA 
AGAAGTCGAAGAGATCTTGCa 

Bottom strand for shPIM1.3 
insert for TST30 

15 Oligo_shPIM1.4_T gatctGAGTGAACTGGTCTTCCTTTTCAAGAGAAA 
GGAAGACCAGTTCACTCTTTTTTgagct 

Top strand for shPIM1.4 insert 
for TST30 

16 Oligo_shPIM1.4_B cAAAAAAGAGTGAACTGGTCTTCCTTTCTCTTGA 
AAAGGAAGACCAGTTCACTCa 

Bottom strand for shPIM1.4 
insert for TST30 

17 Oligo_shPIM1.5_T gatctGCCTGGAGGTCAATGTTATGTTCAAGAGAC 
ATAACATTGACCTCCAGGTTTTTTgagct 

Top strand for shPIM1.5 insert 
for TST30 

18 Oligo_shPIM1.5_B cAAAAAACCTGGAGGTCAATGTTATGTCTCTTGA 
ACATAACATTGACCTCCAGGCa 

Bottom strand for shPIM1.5 
insert for TST30 

19 Oligo_shPIM2.1_T gatctGCTTGACTGGTTTGAGACATTCAAGAGATG 
TCTCAAACCAGTCAAGCTTTTTTgagct 

Top strand for shPIM2.1 insert 
for TST30 

20 Oligo_shPIM2.1_B cAAAAAAGCTTGACTGGTTTGAGACATCTCTTGA 
ATGTCTCAAACCAGTCAAGCa 

Bottom strand for shPIM2.1 
insert for TST30 

21 Oligo_shPIM2.2_T gatctGCTTCATGATGAACCCTACTTCAAGAGAGT 
AGGGTTCATCATGAAGCTTTTTTgagct 

Top strand for shPIM2.2 insert 
for TST30 

22 Oligo_shPIM2.2_B cAAAAAAGCTTCATGATGAACCCTACTCTCTTGA 
AGTAGGGTTCATCATGAAGCa 

Bottom strand for shPIM2.2 
insert for TST30 

23 Oligo_shPIM2.3_T gatctAGGAGATTCTGGAAGCTGATTCAAGAGAT 
CAGCTTCCAGAATCTCCTTTTTTTgagct 

Top strand for shPIM2.3 insert 
for TST30 

24 Oligo_shPIM2.3_B cAAAAAAAGGAGATTCTGGAAGCTGATCTCTTG 
AATCAGCTTCCAGAATCTCCTa 

Bottom strand for shPIM2.3 
insert for TST30 

25 Oligo_shPIM2.4_T gatctGCCGGGACTCTTATTCTGATTTCAAGAGAA 
TCAGAATAAGAGTCCCGGTTTTTTgagct 

Top strand for shPIM2.4 insert 
for TST30 

26 Oligo_shPIM2.4_B cAAAAAACCGGGACTCTTATTCTGATTCTCTTGA 
AATCAGAATAAGAGTCCCGGCa 

Bottom strand for shPIM2.4 
insert for TST30 

27 Oligo_shPIM2.5_T gatctGCCAGGATCTCTTTGACTATTTCAAGAGA 
ATAGTCAAAGAGATCCTGGTTTTTTgagct 

Top strand for shPIM2.5 insert 
for TST30 

28 Oligo_shPIM2.5_B cAAAAAACCAGGATCTCTTTGACTATTCTCTTGA 
AATAGTCAAAGAGATCCTGGCa 

Bottom strand for shPIM2.5 
insert for TST30 

29 Oligo_shPIM3.1_T gatctGCGACATTAAGGACGAAAATTCAAGAGAT 
TTTCGTCCTTAATGTCGCTTTTTTgagct 

Top strand for shPIM3.1 insert 
for TST30 

30 Oligo_shPIM3.1_B cAAAAAAGCGACATTAAGGACGAAAATCTCTTG 
AATTTTCGTCCTTAATGTCGCa 

Bottom strand for shPIM3.1 
insert for TST30 

31 Oligo_shPIM3.2_T gatctGCCGCCAACTCTGTTATTTATTCAAGAGAT 
AAATAACAGAGTTGGCGGTTTTTTgagct 

Top strand for shPIM3.2 insert 
for TST30 

32 Oligo_shPIM3.2_B cAAAAAACCGCCAACTCTGTTATTTATCTCTTGA 
ATAAATAACAGAGTTGGCGGCa 

Bottom strand for shPIM3.2 
insert for TST30 

33 Oligo_shPIM3.3_T gatctGCTGTCAGAAGATGAACATGTTCAAGAGA 
CATGTTCATCTTCTGACAGTTTTTTgagct 

Top strand for shPIM3.3 insert 
for TST30 

34 Oligo_shPIM3.3_B cAAAAAACTGTCAGAAGATGAACATGTCTCTTGA 
ACATGTTCATCTTCTGACAGCa 

Bottom strand for shPIM3.3 
insert for TST30 

35 Oligo_shPIM3.4_T gatctGCTGTGAAGCACGTGGTGAATTCAAGAGA 
TTCACCACGTGCTTCACAGTTTTTTgagct 

Top strand for shPIM3.4 insert 
for TST30 

36 Oligo_shPIM3.4_B cAAAAAACTGTGAAGCACGTGGTGAATCTCTTGA 
ATTCACCACGTGCTTCACAGCa 

Bottom strand for shPIM3.4 
insert for TST30 

37 Oligo_shPIM3.5_T gatctGCAGGACCTCTTCGACTTTTTCAAGAGAAA 
AGTCGAAGAGGTCCTGCTTTTTTgagct 

Top strand for shPIM3.5 insert 
for TST30 
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38 Oligo_shPIM3.5_B cAAAAAAGCAGGACCTCTTCGACTTTTCTCTTGAA 
AAAGTCGAAGAGGTCCTGCa 

Bottom strand for shPIM3.5 
insert for TST30 

39 Oligo_shSCR_T gatctCCTAAGGTTAAGTCGCCCTCGCTCGAGCGA 
GGGCGACTTAACCTTAGGTTTTTTgagct 

Top strand for shSCR insert for 
TST30 

40 Oligo_shSCR_B cAAAAAACCTAAGGTTAAGTCGCCCTCGCTCGAGC 
GAGGGCGACTTAACCTTAGGa 

Bottom strand for shSCR insert 
for TST30 

 

3.3.1.10 List of plasmids used in this work 

Table 3.5 Plasmids used in this work 

# NAME BACKBONE DESCRIPTION SOURCE 

1 TST-209 pT2-CAG-
puro-TetR 

Sleeping Beauty system plasmid. Encodes 
tetracycline-repressor. 

Kindly 
provided by 
Thorsten 
Stühmer 
(University of 
Würzburg) 

2 pCMV(CAT)T7-
SB100 

pCMV Sleeping Beauty system plasmid. Contains 
Sleeping Beauty transposase gene. 

Kindly 
provided by 
Thorsten 
Stühmer 
(University of 
Würzburg) 

3 TST-30 pSUSTER2 Sleeping Beauty system plasmid for 
doxycycline-induced expression. Contains H1 
promoter followed by tet operator. 

Kindly 
provided by 
Thorsten 
Stühmer 
(University of 
Würzburg) 

4 TST30-shPIM1.1 TST30 TST30 plasmid for PIM1 silencing. shRNA 
target sequence: CCATCAAACACGTGGAGAA 

This work 

5 TST30-shPIM1.2 TST30 TST30 plasmid for PIM1 silencing. shRNA 
target sequence: GTGCAAGATCTCTTCGACT 

This work 

6 TST30-shPIM1.3 TST30 TST30 plasmid for PIM1 silencing. shRNA 
target sequence: GCAAGATCTCTTCGACTTC 

This work 

7 TST30-shPIM1.4 TST30 TST30 plasmid for PIM1 silencing. shRNA 
target sequence: GAGTGAACTGGTCTTCCTT 

This work 

8 TST30-shPIM1.5 TST30 TST30 plasmid for PIM1 silencing. shRNA 
target sequence: CCTGGAGGTCAATGTTATG 

This work 

9 TST30-shPIM2.1 TST30 TST30 plasmid for PIM2 silencing. shRNA 
target sequence: GCTTGACTGGTTTGAGACA 

This work 

10 TST30-shPIM2.2 TST30 TST30 plasmid for PIM2 silencing. shRNA 
target sequence: GCTTCATGATGAACCCTAC 

This work 

11 TST30-shPIM2.3 TST30 TST30 plasmid for PIM2 silencing. shRNA 
target sequence: AGGAGATTCTGGAAGCTGA 

This work 

12 TST30-shPIM2.4 TST30 TST30 plasmid for PIM2 silencing. shRNA 
target sequence: CCGGGACTCTTATTCTGAT 

This work 

13 TST30-shPIM2.5 TST30 TST30 plasmid for PIM2 silencing. shRNA 
target sequence: CCAGGATCTCTTTGACTAT 

This work 

14 TST30-shPIM3.1 TST30 TST30 plasmid for PIM3 silencing. shRNA 
target sequence: GCGACATTAAGGACGAAAA 

This work 

15 TST30-shPIM3.2 TST30 TST30 plasmid for PIM3 silencing. shRNA 
target sequence: CCGCCAACTCTGTTATTTA 

This work 
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16 TST30-shPIM3.3 TST30 TST30 plasmid for PIM3 silencing. shRNA 
target sequence: CTGTCAGAAGATGAACATG  

This work 

17 TST30-shPIM3.4 TST30 TST30 plasmid for PIM3 silencing. shRNA 
target sequence: CTGTGAAGCACGTGGTGAA 

This work 

18 TST30-shPIM3.5 TST30 TST30 plasmid for PIM3 silencing. shRNA 
target sequence: GCAGGACCTCTTCGACTTT 

This work 

19 TST30-SCR TST30 TST30 control plasmid with scrambled DNA. 
shSCR oligo sequence: 
gatctCCTAAGGTTAAGTCGCCCTC 
GCTCGAGCGAGGGCGACTTAACCTTAGGTTTTTT
gagct 
 

This work 

20 TST-201 pT2/SVneo
NB 

Sleeping Beauty system plasmid for 
doxycycline-induced PIM silencing. 

Kindly 
provided by 
Thorsten 
Stühmer 
(University of 
Würzburg) 

21 TST201-shPIM1.1 TST201 TST-201 plasmid with shPIM1.1 sequence and 
H1 promoter. 

This work 

22 TST201-shPIM1.2 TST201 TST-201 plasmid with shPIM1.2 sequence and 
H1 promoter. 

This work 

23 TST201-shPIM1.3 TST201 TST-201 plasmid with shPIM1.3 sequence and 
H1 promoter. 

This work 

24 TST201-shPIM1.4 TST201 TST-201 plasmid with shPIM1.4 sequence and 
H1 promoter. 

This work 

25 TST201-shPIM1.5 TST201 TST-201 plasmid with shPIM1.5 sequence and 
H1 promoter. 

This work 

26 TST201-shPIM2.1 TST201 TST-201 plasmid with shPIM2.1 sequence and 
H1 promoter. 

This work 

27 TST201-shPIM2.2 TST201 TST-201 plasmid with shPIM2.2 sequence and 
H1 promoter. 

This work 

28 TST201-shPIM2.3 TST201 TST-201 plasmid with shPIM2.3 sequence and 
H1 promoter. 

This work 

29 TST201-shPIM2.4 TST201 TST-201 plasmid with shPIM2.4 sequence and 
H1 promoter. 

This work 

30 TST201-shPIM2.5 TST201 TST-201 plasmid with shPIM2.5 sequence and 
H1 promoter. 

This work 

31 TST201-shPIM3.1 TST201 TST-201 plasmid with shPIM3.1 sequence and 
H1 promoter. 

This work 

32 TST201-shPIM3.2 TST201 TST-201 plasmid with shPIM3.2 sequence and 
H1 promoter. 

This work 

33 TST201-shPIM3.3 TST201 TST-201 plasmid with shPIM3.3 sequence and 
H1 promoter. 

This work 

34 TST201-shPIM3.4 TST201 TST-201 plasmid with shPIM3.4 sequence and 
H1 promoter. 

This work 

35 TST201-shPIM3.5 TST201 TST-201 plasmid with shPIM3.5 sequence and 
H1 promoter. 

This work 

36 TST201-SCR TST201 TST-201 plasmid with shSCR sequence and H1 
promoter. 

This work 

37 TST201-shTRIPLE TST201 TST-201 plasmid with shPIM1.5, shPIM2.4, 
shPIM3.4 sequence and H1 promoter. 

This work 

38 pLV-SFFV-MCS-
IRES-GFP 

pSSFV Expression plasmid with strong, constitutive  
SFFV promoter. 

Kindly 
provided by 
Magdalena 
Winiarska 



56 
 

(Medical 
University of 
Warsaw) 

39 pcDNA3.1+/C-DYK-
H3F3A 

pcDNA3.1+ pcDNA3.1+/C-DYK plasmid with the protein 
coding region of the H3-3A cDNA for cloning 
to pRetroX, (later cloned with Flag tag and 
S10A mutation into pSFFV-IRES-GFP) 

Purchased 
from 
GenScript 

40 pSFFV-H3S10A pSFFV pSFFV with Kozak sequence, and H3F3A cDNA 
sequence with point mutation T28>G, 
resulting in S10A protein mutation, tagged 
with FLAG at C terminus 

This work 

41 pSFFV-H3wt pSFFV pSFFV with Kozak sequence, and H3F3A cDNA 
sequence tagged with FLAG at C terminus 

This work 

42 pTRIPZ-shPIM1 pTRIPZ TRIPZ lentiviral plasmid for doxycycline-

inducible expression of human PIM1 shRNA 

 

Purchased 

from 

Dharmacon; 

Clone Id: 

V2THS_1700

14 

43 pTRIPZ-shPIM2 pTRIPZ TRIPZ lentiviral plasmid for doxycycline-

inducible expression of human PIM2 shRNA 

 

Purchased 
from 
Dharmacon; 
Clone Id: 
V3THS_3810
52 

44 pTRIPZ-shPIM3 pTRIPZ TRIPZ lentiviral plasmid for doxycycline-

inducible expression of human PIM3 shRNA 

 

This work 

45 pTRIPZ-NTC pTRIPZ TRIPZ lentiviral plasmid for doxycycline-

inducible expression of non-targeting control 

shRNA 

 

Kindly 
provided by 
Małgorzata 
Bajor 
(Medical 
University of 
Warsaw) 

46 pRetroX pBabe Retroviral plasmid for inducible expression. 

Not used functionally in this work. 

Purchased 
from 
Addgene 

47 pRetroX-H3wt pRetroX pRetroX retroviral plasmid with H3F3A with 

Flag tag. The plasmid was obtained in the 

course of the described project, but not used 

for functional studies. Used for cloning of 

H3F3A to pSFFV. 

This work 

48 pRetroX-H3S10A pRetroX pRetroX retroviral plasmid with H3F3A gene 

with point mutation resulting in S10A 

aminoacid mutation. The plasmid was 

obtained in the course of the described 

project, but not used for functional studies. 

Used for cloning of H3F3A mutant to pSFFV. 

This work 
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3.3.1.11 Generation of Sleeping Beauty Plasmids 

Schematic plan of Sleeping Beauty experiment and used vectors is shown in Fig.3.3. 

Oligo sequence for Sleeping Beauty plasmids with shRNAs targeting PIM kinases were 

designed by Filip Garbicz, MD. 5 oligos with different shRNA for each PIM kinase and one 

scrambled RNA control (shSCR), i.e. 16 oligos in total, were ordered. The target sequences are 

listed in the “List of plasmids used in this work” section, by TST30 plasmids. The oligos were 

enzymatically phosphorylated by PNK and hybridised by heating and subsequent cooling. The 

inserts were then cloned into TST30 plasmids, previously digested with BglII and SacI, to place 

the shRNA sequence under doxycycline-inducible H1 promoter. Then, the promoter-shRNA 

cassette was digested out from TST30 plasmid with BstXI and SacI enzymes and ligated with 

TST201 plasmid, previously linearised with BstXI and dephosphorylated with FastAP, to flank 

the insert with transposase-reactive elements. Plasmid with shPIM1.1 was not obtained for 

technical reasons – despite numerous attempts, ligation with TST30 was not successful only 

in case of this insert. The other 15 obtained TST201-derivative plasmids were then 

electroporated to the Ly1-SB-209 cell line. Silencing efficiency was assessed by western blots 

for each of 16 generated cell lines. From 5 cell lines expressing different shRNA for each PIM, 

two that generated the deepest silencing were selected for functional experiments (shPIM1.4, 

shPIM1.5, shPIM2.1, shPIM2.4, shPIM3.2 and shPIM3.4), and for introduction to HBL1-SB-

TST209 cell line. Finally, one of the two shRNAs for each PIM was selected for the construction 

of shTRIPLE, which expressed shPIM1.5, shPIM2.4 and shPIM3.4. In order to clone shTRIPLE 

plasmid, shRNA inserts were sequentially digested out from TST30 plasmid and cloned into 

TST201-shRNA. The shTRIPLE plasmid was electroporated to Ly1-SB-209 and HBL1-SB-209 cell 

lines with tetracycline repressor. In total, 34 plasmids, and 27 DLBCL cell lines were generated 

and inspected for inducible PIM kinase silencing in the Sleeping Beauty system. 

 

3.3.2 Protein methods 

3.3.2.1 Histone isolation 

Histones were isolated using Histone Extraction Kit (Abcam; ab113476) according to 

the manufacturer’s manual: 
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https://www.abcam.com/ps/products/113/ab113476/documents/ 

ab113476%20Histone%20Extraction%20Kit%20v5c%20(website).pdf . Briefly, the procedure 

involves resuspension of the cell pellet in pre-lysis buffer, centrifugation, lysis of the pellet by 

resuspension in lysis buffer, and neutralisation. The composition of the buffers is not publicly 

available. 

3.3.2.2 Total protein isolation 

Cells were centrifuged (300 x g, 5 min), washed in PBS, and centrifuged again. The cell 

pellet was resuspended in RIPA buffer (50 mM Tris HCl, 150 mM NaCl, 1.0% (v/v) NP-40, 0.5% 

(w/v) Sodium Deoxycholate, 1.0 mM EDTA, 0.1% (w/v) SDS and 0.01% (w/v) sodium azide at a 

pH of 7.4.) supplemented with protease and phosphatase inhibitors, incubated on ice for 30 

minutes, with vortexing every 10 minutes. RIPA buffer contains NP-40, sodium deoxycholate, 

and SDS, i.e. detergents that disrupt both cellular, and nucleolar membrane, resulting in 

whole-cell lysis. The suspension was then centrifuged for 10 min, at 12 000 g in 4°C to 

sediment non-soluble elements of the cell. The supernatant containing cytoplasmic and 

nuclear proteins was then transferred to a new tube and stored in -80°C. 

https://www.abcam.com/ps/products/113/ab113476/documents/ab113476%20Histone%20Extraction%20Kit%20v5c%20(website).pdf
https://www.abcam.com/ps/products/113/ab113476/documents/ab113476%20Histone%20Extraction%20Kit%20v5c%20(website).pdf
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3.3.2.3 Chromatin fractionation 

Differential salt fractionation of nuclei was performed according to the protocol by 

Hermann et al., 2017 159
 . Nuclei were isolated with the sucrose cushion method (which proved 

to be superior to hypotonic isolation in the course of optimisation).  

 

3.3.2.4 Protein concentration measurement – BCA method 

The concentration of proteins in whole cell lysate, and histone isolate samples was 

determined with Pierce™ BCA Protein Assay Kit (Thermo Fisher, 23225), according to the 

manufacturer’s protocol for microplate procedure: https://assets.thermofisher.com/TFS-

Assets/LSG/manuals/MAN0011430_Pierce_BCA_Protein_Asy_UG.pdf.  The method uses the 

biuret reaction, e.g. reduction of Cu+2 to Cu+1 by protein in an alkaline medium, and the 

sensitive and selective detection of the cuprous cation (Cu+1) using a reagent containing 

bicinchoninic acid, BCA. Chelation of two BCA molecules with one Cu+1 ion results in a purple 

product, detected in 562 nm wavelength, proportional to the protein concentration in the 

sample.  

 

3.3.2.5 Western blots and densitometry 

20-40 μg of protein from whole cell lysate, or 1-5 μg of histone lysate was used per 

sample. The required amount of sample was mixed with loading buffer and filled with water 

to the total volume of 20 μl. The samples were boiled at 95°C for 10 min.  

Protein samples were resolved by SDS-PAGE. For histone samples, Bolt™ 4 to 12%, Bis-

Tris gels (Invitrogen; NW00082BOX) and MES buffer (Invitrogen; B0002) were used. Whole-

cell lysates were developed in manually casted gels (polyacrylamide percentage depended on 

the molecular weight of the protein of interest, for PIM proteins - 10%), in TRIS/Glycine/SDS 

running buffer. Protein size was assessed by comparison to PageRuler Prestained Protein 

Ladder (Thermo Scientific; 26617). The samples were subsequently transferred from the gel 

to PVDF membrane (Thermo Fisher, 88518) in TRIS/Glycine/Methanol transfer buffer for 1h 

at a constant current of 400mA. Transfer efficacy was assessed by Ponceau staining. Washed 

https://assets.thermofisher.com/TFS-Assets/LSG/manuals/MAN0011430_Pierce_BCA_Protein_Asy_UG.pdf
https://assets.thermofisher.com/TFS-Assets/LSG/manuals/MAN0011430_Pierce_BCA_Protein_Asy_UG.pdf
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membrane was then blocked with 5% solution of BSA in TBS for 1 hour, and incubated 

overnight with primary antibody. The following day, membranes were thoroughly washed 

with TBST, by three 10-minute incubations, and incubated with secondary antibody 

conjugated with horseradish peroxidase diluted in 5% milk in TBST (1:5000 for anti-rabbit, and 

1:50000 for anti-mouse antibodies) for 40 min. All incubations were made with rocking. The 

membranes were then washed again in the same conditions, drained, and incubated with ECL 

reagent (Perkin Elmer; NEL120E001EA). Chemiluminescence was acquired as a digital image 

(G-Box, Syngene).  

To reprobe with another antibody, the membrane was incubated with a SDS/HCl/ß-

mercaptoethanol stripping buffer at 50°C for 30 min with shaking, followed by a thorough 

wash with TBST and 1-hour blocking with 5% BSA. Quantification of band intensities 

(densitometry) was done with Fiji software (ImageJ). 

 

3.3.2.6 Antibodies used for western blot 

Primary antibodies are listed in Table 3.5. For rabbit antibodies, secondary Anti-Rabbit 

IgG-Peroxidase produced in goat (Sigma Aldrich, A0545) was used. For mouse antibodies, 

secondary Anti-Mouse IgG (whole molecule)-Peroxidase antibody produced in rabbit was used 

(Sigma Aldrich, A9044). 

Table 3.6 Primary western blot antibodies used in this work. 

# ANTIGEN ANTIBODY NAME MANUFACTURER, CATALOGUE 

NUMBER 

ANTI-HISTONE ANTIBODIES 

1 H3S10ph Phospho-Histone H3 (Ser10) (D2C8) 

XP® Rabbit mAb  

Cell Signaling Technology, 3377 

2 H3K9acK14ac Anti-Histone H3 (acetyl K9 + K14) antibody Abcam, ab232952 

3 H3K4me3 Histone H3K4me3 antibody (pAb) Active Motif, 39159 

4 H4K16ac Anti-acetyl-Histone H4 (Lys16) Antibody Merck, 07-329 

5 H4panAc Histone H4ac (pan-acetyl) antibody (pAb) Active Motif, 39026 

6 H3K27me3 Histone H3K27me3 antibody (pAb) Active Motif, 39155 

7 γH2AX Phospho-Histone H2A.X (Ser139) (D7T2V) 

Mouse mAb 

Cell Signaling Technology, 80312 

8 H3 Histone H3 (96C10) Mouse mAb  Cell Signaling Technology, 3638 

9 H4 Histone H4 (L64C1) Mouse mAb  Cell Signaling Technology, 2935 

ANTI-PIM ANTIBODIES 

10 PIM1 Pim-1 (D8D7Y) Rabbit mAb Cell Signaling Technology, 54523 
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11 PIM2 Pim-2 (D1D2) Rabbit mAb Cell Signaling Technology, 4730 

12 PIM3 Pim-3 (D17C9) Rabbit mAb Cell Signaling Technology, 4165 

ANTI-RNA POLYMERASE II ANTIBODIES 

13 RNAPII CTD 

pSer2 

Phospho-Rpb1 CTD (Ser2) (E1Z3G) Rabbit 

mAb 

Cell Signaling Technology, 13499 

14 RNAPII CTD 

pSer5 

Phospho-Rpb1 CTD (Ser5) (D9N5I) Rabbit 

mAb 

Cell Signaling Technology, 13523 

15 RNAPII RNA pol II antibody (mAb) Active Motif, 39097 

OTHER ANTIBODIES 

16 BRD4 BRD4 antibody (pAb) Active Motif, 39010 

17 EZH2 Ezh2 (AC22) Mouse mAb Cell Signaling Technology, 3147 

18 FLAG tag ANTI-FLAG ® antibody produced in rabbit Sigma Aldrich, F7425 

19 GAPDH Ms X GAPDH MAB374 

20 HMGB1 HMGB1 (D3E5) Rabbit mAb Cell Signaling Technology, 6893 

21 Tubulin Anti-alpha-Tubulin Mouse mAb (DM1A) Merck, CP06 

22 Lamin B Lamin B1 (D4Q4Z) Rabbit mAb Cell Signaling Technology, 12586 

 

3.3.3 High-throughput methods 

3.3.3.1 Gene expression profiling with microarrays 

DHL4, HBL1 and U2932 cells were treated with DMSO or SEL24/MEN1703 for 24h and 

subject to gene expression profiling on GeneChip Human Gene 1.0 ST Array (Affymetrix, 

901085). The experiment was performed by Maciej Szydłowski. The bioinformatic analysis of 

the RNA-Seq results was performed by Przemysław Juszczyński and Sonia Dębek. 

 

3.3.3.2 RNA Sequencing - Ly1, DHL4, HBL1 and TMD8 

LY1, DHL4, HBL1 and TMD8 cell lines were seeded out at 0.5×106 cells/ml 24h before 

the experiment in full medium, to allow cell cycle synchronisation. On the day of the 

experiment, cells were counted and seed out at 0.5×106 cells/ml in fresh medium with either 

1.5 μM SEL24/MEN1703 or DMSO for 3 h and 24 h. 1-2 ×106 of cells were collected at each 

timepoint. The experiment was performed in 3 biological replicates.  

RNA was extracted using GeneMATRIX Universal RNA Purification Kit (EurX, E3599). In 

order to minimise bias in RNA Sequencing, RNA samples were digested with DNAse (New 

England Biolabs, M0303) for 30 min in 37°C, in the dedicated DNAse reaction buffer (New 
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England Biolabs, B0303). The samples were then purified using GeneMATRIX Universal 

RNA/miRNA Purification Kit (EurX, E3599), according to the manufacturer’s manual: 

https://eurx.com.pl/docs/manuals/pl/e3599.pdf, Section “Dodatek II: Oczyszczanie 

RNA/miRNA po reakcjach enzymatycznych”.  

Sample quality was assessed with TapeStation with RNA ScreenTape Analysis kit. 

mRNA enrichment, library preparation and sequencing of samples from Ly1, DHL4, HBL1 and 

TMD8 cell lines treated with 1.5 μM SEL24/MEN1703 or DMSO for 3h or 24h was ordered at 

CeGaT, GmbH in Tübingen, Germany.  

The bioinformatic analysis of the RNA-Seq results was performed by Sonia Dębek and 

Przemysław Juszczyński.  

 

3.3.3.3 RNA Sequencing – Ly1 time course 

LY1 cell line were seeded out at 0.5×106 cells/ml 24h before the experiment in 10% 

FBS IMDM medium, to allow cell cycle synchronisation. On the day of the experiment, cells 

were counted and seed out at 0.5×106 cells/ml in fresh medium. Untreated cells were 

collected as time 0h, and the rest were then treated with 1.5 mM SEL24/MEN1703 for 3, 6, 12 

and 24h. 2 mln cells were collected at each timepoint. The experiment was performed in 5 

biological replicates. DMSO treatment for 24h was used as a control. RNA was extracted using 

GeneMATRIX Universal RNA Purification Kit, digested with DNAse I, and purified with 

GeneMATRIX Universal RNA Purification Kit (analogously to the procedure described in 

3.3.3.2).  

Libraries were prepared by Dorota Komar, using mRNA enrichment kit: 

NEBNext® Poly(A) mRNA Magnetic Isolation Module (New England Biolabs; E7490) and 

NEBNext Ultra II Directional RNA Library Prep Kit for Illumina (New England Biolabs, E7760) 

according to the manufacturer's manual.  

Libraries size distribution have been checked by TapeStation with Agilent High 

Sensitivity D1000 ScreenTape System, concentrations were quantified using KAPA Library 

Quantification Kit Complete Kit and Qubit dsDNA HS Assay Kit. 

https://eurx.com.pl/docs/manuals/pl/e3599.pdf
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The libraries were sequenced on Illumina NextSeq 500 at the Insititute of Haematology 

and Transfusion Medicine by Magdalena Skrzypczak and Sylwia Radomska. 

The bioinformatic analysis of the RNA-Seq results was performed by Sonia Dębek, 

Przemysław Juszczyński and Michał Pawlak. 

 

3.3.3.4 Chromatin immunoprecipitation and sequencing (ChIP-Seq) 

Samples and libraries for ChIP-Seq were prepared by Dorota Komar, PhD. They were 

sequenced on Illumina NovaSeq 6000 at Centre of New Technologies (CeNT), University of 

Warsaw. The results were processed and analysed by Michał Pawlak, Przemysław Juszczyński 

and Sonia Dębek. 

 

3.3.3.5 RNA quantification and quality assessment for RNA-Seq - Qubit™ and 

Tape Station 

Before RNA-Seq library preparation, sample concentrations were quantified with 

Qubit™ 4 Fluorometer (Invitrogen; Q33226), using dedicated reagents: Qubit™ RNA BR Assay 

Kit (Invitrogen; Q10211), and Qubit™ Assay Tubes (Invitrogen; Q32856). 

Sample integrity was assessed with automated electrophoresis device, 4200 

TapeStation (Agilent; G2991BA) with dedicated RNA ScreenTapes (Agilent; 5067-5576), RNA 

ScreenTape Sample Buffer (Agilent; 5067-5577) and RNA ScreenTape Ladder (Agilent; 5067-

5578), or, if the RNA quantity was below 25 ng/ul in Qubit quantification, RNA High Sensitivity 

screen tapes (Agilent; 5067-5579), High Sensitivity RNA ScreenTape Sample Buffer (Agilent; 

5067-5580) and High Sensitivity RNA ScreenTape Ladder (5067-5581), according to the 

manufacturer’s manuals: https://www.agilent.com/cs/library/usermanuals/public/4200-

TapeStation_RNA_QG.pdf (RNA ScreenTape) or 

https://www.agilent.com/cs/library/usermanuals/public/4200-TapeStation_HS-RNA_QG.pdf 

(High Sensitivity Screen RNA Tape). High-quality samples with RIN>8 were used for further 

handling. 

https://www.agilent.com/cs/library/usermanuals/public/4200-TapeStation_RNA_QG.pdf
https://www.agilent.com/cs/library/usermanuals/public/4200-TapeStation_RNA_QG.pdf
https://www.agilent.com/cs/library/usermanuals/public/4200-TapeStation_HS-RNA_QG.pdf
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3.3.3.6 Library quality assessment for RNA-Seq - Tape Station 

Fragment size distribution was assessed with automated electrophoresis device, 4200 

TapeStation (Agilent; G2991BA) with dedicated DNA D1000 ScreenTapes (Agilent; 5067-5582), 

DNA D1000 ScreenTape Sample Buffer (Agilent; 5067-5602) and DNA D1000 ScreenTape 

Ladder (Agilent; 5067-5586), according to the manufacturer’s instructions: 

https://www.agilent.com/cs/library/usermanuals/public/D1000_QuickGuide.pdf.  300bp 

fragments were expected. If a peak of adapters at ~150bp was detected, the sample was 

purified again with magnetic beads.   

 

3.3.3.7 Library concentration measurement  – KAPA Library Quantification Kit 

Complete Kit and Qubit dsDNA HS Assay Kit 

Quantification of library concentration was done with KAPA Library Quantification Kit 

Complete Kit according to manufacturer’s manual: https://rochesequencingstore.com/wp-

content/uploads/2022/07/KAPA-Library-Quantification-Kit-Technical-Data-Sheet.pdf  and 

with Qubit dsDNA HS Assay Kit according to the manufacturer’s manual: 

https://www.thermofisher.com/document-connect/document-

connect.html?url=https://assets.thermofisher.com/TFS-

Assets%2FLSG%2Fmanuals%2FQubit_dsDNA_HS_Assay_UG.pdf.  

 

3.4 Bioinformatic methods 

3.4.1 Demultiplexing and Nexflow pipeline 

Demultiplexing of RNA-Seq results was performed with bcl2fastq (v2.20.0.422) with 

default settings. The FASTQ files are stored on the IHIT-NGS server. The FASTQ files were then 

processed with nextflow (nf-core/rnaseq v1.4.2) RNA-seq pipeline. Reads were aligned with 

STAR algorithm to the Genome Reference Consortium Human Build 37 (GRCh37) in RNA-Seq, 

and to the Genome Reference Consortium Human Build 38 (GRCh38) in ChIP-Seq. The script 

is stored in IHIT-ZHE GitHub: https://github.com/zhe-lab-ihit/. 

https://www.agilent.com/cs/library/usermanuals/public/D1000_QuickGuide.pdf
https://rochesequencingstore.com/wp-content/uploads/2022/07/KAPA-Library-Quantification-Kit-Technical-Data-Sheet.pdf
https://rochesequencingstore.com/wp-content/uploads/2022/07/KAPA-Library-Quantification-Kit-Technical-Data-Sheet.pdf
https://www.thermofisher.com/document-connect/document-connect.html?url=https://assets.thermofisher.com/TFS-Assets%2FLSG%2Fmanuals%2FQubit_dsDNA_HS_Assay_UG.pdf
https://www.thermofisher.com/document-connect/document-connect.html?url=https://assets.thermofisher.com/TFS-Assets%2FLSG%2Fmanuals%2FQubit_dsDNA_HS_Assay_UG.pdf
https://www.thermofisher.com/document-connect/document-connect.html?url=https://assets.thermofisher.com/TFS-Assets%2FLSG%2Fmanuals%2FQubit_dsDNA_HS_Assay_UG.pdf
https://github.com/zhe-lab-ihit/
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3.4.2 Differential gene expression 

For analysis of microarray expression data from DHL4, HBL1 and U2932 cell lines were 

pooled, filtered using GenePattern 156 (the ComparativeMarkerSelection module) and 

analysed using Gene Set Enrichment Analysis (GSEA) in GSEA Software 157. The deregulated 

pathways identified with GSEA were then compared with deregulated pathways from Chapuy 

et al. 2013 (Gene Expression Omnibus accession number: GSE45630) 158. Expression of the top 

deregulated genes after SEL24/MEN1703 treatment was then assessed in expression data 

from Chapuy et al., 2013 using GSEA. 

For RNA-Seq experiments, differential gene expression was assessed with DeSeq2 in R 

Studio (“DEseq2” package 159) and GSEA. Each cell line was analysed separately. Read counts 

from SEL24/MEN1703-treated samples were compared with DMSO control samples from the 

same time point in case of the experiment with 3h and 24h treatment, or with the 0h time 

point in case of Ly1 time course analysis.  

 

3.4.3 Identification of SE-encoded lncRNA 

Deregulated lncRNAs with their coordinates were selected from all deregulated 

transcripts (identified with DeSeq2) in R Studio, with “biomaRt” package 160,161. Then, lncRNA 

coordinates were intersected with the SE coordinates from Chapuy et al., 2013 158 using 

BEDtools suite 162.  

 

3.4.4 Visualisation of results 

 Heatmaps and dot plots were prepared in R studio using “ggplot2” 163 and “gage” 164 

packages in R Studio. Volcano plots were visualised with “Volcano plot” module, heatmap of 

Z-scores of deregulated genes of HBL1 line after PIM inhibition was done in “heatmap2” - both 

tools in Galaxy (www.usegalaxy.org,165). 

 

http://www.usegalaxy.org/
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3.5 Statistical methods 

Statistical analyses were performed with GraphPad Prism 9 software (GraphPad 

Software Inc.) or R software package (version 4.0.4). The used tests are indicated in figures. 

Multiple comparisons were made with regard to the control cell line. P value < 0.05 was 

considered statistically significant. The p values were marked with the asterisks on the charts 

(* = P < 0.05; ** = P < 0.01; *** = P < 0.001; *** = P < 0.0001). 
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4. Results 

4.1 Inhibition of PIM kinases has a profound effect on transcription 

One of the canonical functions of PIM kinases is regulation of TFs, such as MYC or NF-κB. 

In our previous studies, we have initially characterised the consequences of PIM inhibition by 

SEL24/MEN1703 in DLBCL and demonstrated that the inhibitor blocked MYC-driven 

transcriptional program 74. However, gene expression profiling suggested that PIMs’ effect on 

transcription is wider than solely through regulation of MYC. For example, we found that PIM 

inhibition blocked numerous key lymphoma pathways, such as Toll-like receptor signalling, 

antigen processing and presentation, cell cycle and G1-S/G2-M phase transition, aminoacyl-

tRNA biosynthesis and pyrimidine metabolism, as well as MYC/E2F1-dependent transcription 

(Figure 4.1A). The list of pathways deregulated by the PIM inhibitor resembled, at least 

partially, those deregulated by a BRD4 inhibitor JQ1 158 : of 33 pathways altered by JQ1, 8 were 

also modulated by MEN1703 (Figure 4.1B). To formally assess these similarities, we selected 

the top 100 most significantly downregulated genes in PIM-inhibitor-treated cell lines, and 

investigated the expression of this gene set in JQ1-treated cell lines (Figure 4.1C). We found 

that PIM-inhibitor-downregulated genes exhibited reduced expression also after BRD4 

inhibition. Taken together, these data indicate that activity of BRD4 and PIM at least partially 

overlap.  

Since wide deregulation of transcription is frequently associated with global epigenetic 

changes, we referred to the available literature to search if PIM kinases have a documented 

epigenetic function. Two published studies reported a detailed mechanism of phosphorylation 

of serine 10 at histone 3 (H3S10ph) by PIM1 at MYC targets in endothelial cells 69,70. This 

epigenetic activation included the recruitment of BRD4, which further facilitated 

transcriptional machinery assembly. BRD4 is an established epigenetic regulator of 

transcription (reviewed in ref. 166). Given the potential cooperation between PIM1 and BRD4, 

we investigated if PIM inhibition influences total RNA levels. Moreover, previous reports from 

our group highlighted decreased MYC abundance following PIM inhibition and disruption of 

MYC-associated transcriptional program in DLBCL cells treated with SEL24/MEN1703 37. Since 

MYC amplifies transcriptional output of active genes, increasing cellular RNA content 167, we 

measured total RNA amount in six DLBCL cell lines treated with PIM inhibitor. We noted 
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universal decrease in RNA levels in comparison to control cells (Figure 4.1D), indicating that 

PIM kinases appear to have a universal role in control of RNA biosynthesis and/or stability.  
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4.2 PIM1 is a H3S10 kinase in DLBCL 

4.2.1 PIM as H3S10ph kinase(s): results of chemical inhibition and genetic 

silencing  

Since PIM1 has already been described as a histone writer in endothelial cells 70, we 

investigated whether it plays epigenetic role also in DLBCL. In order to assess the scope of 

PIM’s activity in epigenetic patterns, selected post-translational histone modification levels: 

H3S10ph, and H4K16ac or H4panAc, were assessed after 24-hour treatment with three 

different pan-PIM inhibitors that have reached clinical trials. We used: SEL24/MEN1703, 

PIM447, and a first-generation PIM inhibitor SGI-1776. All compounds effectively diminished 

the levels of H3S10ph and H4 acetylation (Figure 4.2A). The changes were seen on the global 

level, confirming an important role of PIM in maintaining the abundance of H3S10ph. The 

reduction of histone modification levels was the strongest for SEL24/MEN1703 and for 

PIM447, while the weakest effect was achieved with SGI-1776. For this reason, only 

SEL24/MEN1703 and PIM447 were used in further experiments. 

 

4.2.2 PIM subcellular localisation 

PIM localisation differs in cell types and differentiation stages 47–51. Moreover, to-date, 

epigenetic function has been described only for PIM1, but since the three family members are 

largely homologous, it is possible that other PIMs are also histone writers, provided they 

localise in the nucleus. To address these issues, we performed subcellular fractionation 

followed by western blot to determine whether PIMs are present in the nuclei of DLBCL cells 

(Figure 4.2B). The localisation of PIM kinases was universal for all cell lines. PIM1 and PIM3 

have mixed, cytoplasmic-nuclear localisation, with a preference for the cytoplasm, while PIM2 

is exclusively cytoplasmic. Therefore, the nuclear PIM1 and PIM3 could potentially interact 

with chromatin in DLBCL. 

To investigate this hypothesis further, chromatin fractionation was performed: nuclei of 

Ly1 cell line were gently permeabilised with a detergent, and washed with increasing amounts 

of salt to separate nuclear proteins according to their strength of interaction with chromatin.  
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PIM1 was found to enrich the same fraction as BRD4, and interact relatively strongly with 

the chromatin (Figure 4.2C). The interaction was stronger than in case of the highly mobile 

chromatin protein HMGB1 (which was eluted even before the salt washes), or even another 

histone modifier, a H3K27-methyltransferase EZH2. Despite numerous attempts, PIM3 levels 
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were undetectable in this experiment, most likely due to the low abundance of PIM3 isoform, 

and “troublesome” antibodies. Thus, we confirmed that PIM1 interacts with the chromatin in 

DLBCL cells. Perhaps, it could also form complexes with other epigenetic proteins, but this 

hypothesis requires further, comprehensive studies. 

 

4.2.3 Genetic knock down of PIM1 reduces levels of H3S10ph 

Chemical inhibition of PIMs showed downregulation of histone modifications (Figure 

4.2A). However, small molecule drugs have been shown to bind on average to at least 6-11 

distinct off-targets 168,169. To rule out the possibility that the H3S10ph decrease in DLBCL cell 

lines is attributable to off-target effects, I investigated the impact of PIM KD on H3S10ph 

levels. Lentiviral vector pTRIPZ for effective, inducible expression of microRNA-adapted shRNA 

targeting PIM1 or PIM2 was immediately available for purchase and ready to use. Therefore, 

this system was chosen for initial analyses with PIM genetic silencing. Ly1 cells were 

transfected with pTRIPZ-PIM1, -PIM2, and –NTC (non-targeting control). The cells were then 

selected with puromycin, and their ability to silence PIM1 or PIM2 was confirmed with western 

blots. Finally, levels of H3S10ph were assessed, which showed that KD of the cytoplasmic-

nuclear PIM1, but not cytoplasmic PIM2, was followed by global H3S10ph reduction (Figure 

4.2D). The plasmid containing shPIM3 was not available for purchase, and an attempt was 

made to design and clone it in-house. Cloning was successful and the correct plasmid 

sequence was confirmed. However, PIM3 was not reliably silenced in DLBCL cells with the 

developed plasmid. Taken together, these observations confirmed that the decrease in 

H3S10ph was specifically due to inhibition of at least PIM1. 

 

4.3 Depletion of single PIM kinase induces compensatory upregulation 

of other family member(s) 

 Since PIM3 KD in pTRIPZ system was unsuccessful, I generated cell lines with 

doxycycline-inducible KD of PIM1, PIM2, and PIM3 in another system, the Sleeping Beauty 

transposon system. The experiment was designed and performed in collaboration with a PhD 
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candidate from our group, Filip Garbicz, MD, who performed parallel PIM KD experiments in 

plasma cell myeloma. Moreover, the system allows for combination of multiple shRNAs in one 

plasmid, so we also used it for the construction of triple PIM KD.  

 Previous reports showed that PIM depletion can be compensated in certain contexts 

37,54–56. In order to investigate possible compensation, which could distort the outcomes of 

single PIM KDs, stable Ly1 cells with Sleeping Beauty plasmids for single silencing of either 

PIM1, 2, or 3 were treated with doxycycline to induce the expression of shRNAs. The cells were 

collected at three time points of doxycycline treatment (24h, 48h, 72h), subject to whole cell 

lysis, and the levels of all PIM proteins were assessed with western blot. 

PIM levels changed throughout the silencing (Figure 4.3A). In the case of PIM1, the 

most striking observation was an acute upregulation of PIM3, which consequently faded in 

time. Likewise, PIM1 also seemed to correlate with PIM3 abundance – its levels were 

reciprocal to those of PIM3. Therefore, PIM1 and PIM3 seem to compensate for their 

diminished levels. Silencing of PIM2 induced compensation by both other PIMs from 72h on, 

even though the silencing was becoming increasingly ineffective.  

Since PIMs compensate for the loss of one another, and the epigenetic function of PIM3 

remains unknown, we generated cell lines with triple PIM KD for studying the role of PIM-

induced H3S10ph. As the Sleeping Beauty system allows for inducible, simultaneous 

expression of several shRNA from the same promoter, the most efficient shRNAs (one for each 

PIM) were combined in a single plasmid for inducible triple PIM KD.  

The KD level was modest, but sufficient to reduce the levels of H3S10ph and H4panAc 

(Figure 4.3B), similarly to PIM inhibitor treatment. The triple KD cells were also subject to 

proliferation assay (Figure 4.3C). Cells with induced expression of shTRIPLE showed universal 

slower proliferation than their PIM-sufficient counterparts. Although the difference is minute 

(~0.9 times slower proliferation than that without the silencing), this trend is consistent, 

regardless of number of splits, or cell line, and statistically significant for both cell lines (p value 

= 0.0022 for Ly1, and 0.0003 for HBL1; Mann-Whitney test). It is likely that the small difference 

in proliferation is connected to the insufficient level of KD. 
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In conclusion, PIM1 and PIM3 compensate for the loss of each other, while the knock down 

of PIM2 induces mild upregulation of PIM1 and PIM3. Moreover, KD of all three PIMs reduces 

DLBCL proliferation. Therefore, targeting all three PIMs is recommended to achieve a stable 

effect for functional studies, and for this reason we focused on triple PIM inhibition with the 

most effective small-molecules SEL24/MEN1703, and PIM447. 

 

4.4 Pan-PIM inhibition reduces interphase, i.e transcription-

associated, H3S10ph 

In the previous experiment, we observed that chemical inhibition as well as genetic 

silencing of PIMs reduces global H3S10ph level. Since H3S10ph is especially enriched in mitotic 

cells 131, the observed reduction of H3S10ph after inhibition or silencing could have been the 

reflection of PIM-induced G1/S phase arrest 37. In order to rule out this scenario, DLBCL cell 

lines DHL4 and HBL1 were treated with thymidine, which blocks cell cycle progression at the 

G1/S phase checkpoint, followed by a wash with fresh medium, and treated with pan-PIM 

inhibitors for 2 hours (Figure 4.4A). The compounds declined the level of interphase H3S10ph, 

which was especially visible for SEL24/MEN1703. 

Additionally, H3S10ph abundance was measured in each phase of cell cycle in Ly1 cell line 

after 6-hour treatment with SEL24/MEN1703 (Figure 4.4B). The results show decrease of 

overall H3S10ph in cells, as the median intensity of fluorescent signal is generally lower in all 

cell cycle phases, including G1/S. Therefore, PIMs are responsible for phosphorylation of 

H3S10 in interphase. In this phase, transcription is the most robust, thus PIMs’ epigenetic 

activity might regulate transcription. 
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4.5 Transcriptional H3S10ph plays a role in cell proliferation and 

viability 

The role of H3S10ph for cell function has not been fully clarified (reviewed in ref. 131). In 

order to better characterise the significance of H3S10ph in DLBCL biology, I studied the 

outcomes of introduction of H3S10A mutation, where serine 10 of histone H3 has been 

substituted with non-phosphorylatable alanine. I first obtained histone H3.3 gene (H3F3A) 

with a FLAG tag, and H3F3A with a FLAG tag and S10A mutation introduced through directional 

mutagenesis in pRetroX plasmid. Histone H3.3 was chosen for this experiment, since it is the 

most common non-centromeric variant of histone H3, taking part in transcription 170. The two 

variants (wild type and the mutant) were cloned into pSFFV, a plasmid with strong SFFV 

promoter that has been shown to yield particularly high level of expression in haematopoietic 

cells 171. Having confirmed plasmid sequences, DHL4 and HBL1 cell lines were infected with 

pSFFV-H3F3A_WT, pSFFV-H3F3A_S10A, or empty pSFFV lentiviruses and flow-cytometry-
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sorted. The correctness of the sorted populations was then confirmed with flow cytometry 

and with western blot. 

Stable cell lines were then functionally tested. Before the experiment, the cells were 

synchronised in cell cycle: with thymidine, or by serum starvation. pSFFV-transfected DHL4 

(GCB subtype) reacted particularly strongly to the overnight thymidine treatment, which 

resulted in poor viability. Therefore, this cell line was blocked in cell cycle by overnight 

starvation, i.e. FBS deprivation. Thymidine treatment of pSFFV-transfected HBL1 (ABC 

subtype) cells did not show any adverse effects. In turn, this resilient cell line responded too 

weakly to FBS starvation. Therefore, experimental conditions were adjusted to each cell line. 

Proliferation rate was measured with cell counting using flow cytometry every 24 hours 

after overnight exposure to the cell-cycle-arresting method. Additionally, the cells were 

stained with 7-aminoactinomycin D (7AAD) to determine the number of live cells. For both 

cell lines, viable cells with the H3S10A mutation grew significantly slower (Figure 4.5), 

confirming the important role of H3S10ph in DLBCL proliferation.  

Since cells with wild type H3.3 proliferated rapidly, and the proliferation or viability was 

affected only in the case of H3S10A mutants, these results indicate that H3S10ph deprivation 

induces changes that impair basic cell functions, resulting in decreased proliferation.  

 



78 
 

4.6 Pan-PIM inhibition changes global epigenetic landscape and RNAPII 

phosphorylation status in DLBCL cell lines 

We have identified that PIM kinases regulate levels of H3S10ph in the interphase, and that 

this modification is important for DLBCL proliferation. Histone modifications often operate in 

combinations and are hierarchical (i.e. one modification entails subsequent ones, forming 

together so-called “histone code” 172). H3S10ph’s function in epigenetics appears to be 

particularly convoluted, since it is highly context-dependent 131. Previous studies 

demonstrated that at the FOS1L promoter, H3S10ph cooperates with H3K9ac14ac in 14-3-3 

recruitment, which facilitates promoter-tethering of MOF acetyltransferase, acetylating 

H4K16, leading to subsequent BRD4 engagement, and transcriptional elongation 69. Since our 

studies indicate that transcriptional consequences of PIM inhibition partially resemble JQ1 

inhibition, we hypothesized that this scenario might be a mechanistic basis of this similarity. 

For this reason, we assessed the changes in the epigenetic landscape following PIM inhibition. 

Six cell lines representing GCB and ABC subtypes of DLBCL were treated with different doses 

of SEL24/MEN1703 for 3h, or 24h, and examined for the abundance of H3S10ph, active 

chromatin markers: H4panAc, H4K16ac, H3K9acK14 and H3K4me3, and transcription 

repressive marker – H3K27me3 (Figure 4.6A). The H3K27me3 was used as a control to verify 

that the effect is specific to active chromatin regions, and not all histone modifications. It is 

worth noting that the analysis focused on global levels of the modifications, therefore, the 

distribution at specific loci might show greater, or milder changes. Nevertheless, I assume that 

global alteration in modification levels translates to general epigenetic changes. Moreover, 

the genomic distribution of selected marks in HBL1 was later assessed by ChIP-Seq. 

In most cell lines, pan-PIM inhibition was followed by dose-dependent H3S10ph reduction 

observable already at 3h, and further reduced at 24h. Other histone modifications did not 

show evident deregulation at 3h. However, their levels were severely disrupted at 24h, and 

the changes followed the dose-dependent manner, suggesting that the deficiency of 

activating modifications is the consequence of H3S10ph downregulation.  
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Interestingly, RNAPII CTD phosphorylation of Ser2, i.e. the elongation-enabling 

modification, showed lower levels as soon as at 3h of treatment, which are partially regained 

at 24h. The only exception is Ly1 cell line, which exhibits dramatic loss of Ser2-ph only at 24h. 

Phosphorylation of Ser5 remained at similar levels throughout the experiment.  

 The epigenetic screening identified reduction in acetylated histones, which form 

a binding platform for BRD4. Given our hypothesis that PIMs induce transcription at least in 

part via BRD4, levels of this protein were assessed after PIM inhibition (Figure 4.6B) to confirm 

that the observed effect could be attributed to interactions between the proteins, and not the 

downregulation of BRD4. For GCB subtype cell lines, BRD4 expression remained virtually 

stable at all doses at 3h. Interestingly, PIM inhibition upregulates BRD4 expression in ABC cell 

lines, suggesting a likely compensatory mechanism in response to PIM- blocked transcription.  

 

4.7 Pan-PIM inhibition causes reduction in H3K27ac levels at 

enhancers, and reduction in H3K9ac at transcription start sites (TSS), 

leading to transcriptional downregulation 

4.7.1 Inhibition of PIM reduces the density of activating epigenetic marks at 

regulatory regions 

Given the profound and early decrease of H3S10ph in HBL1 cells, this line was used to 

perform ChIP-Seq to identify genomic regions that change their histone modification 

abundance after 3-hour PIM inhibition with 1.5 μM SEL24/MEN1703. We focused on the 

identification of the active chromatin mark H3K27ac at enhancers (including SEs), and the 

active promoter mark H3K9ac in the proximity of transcription start sites (TSS).  

After 3h of treatment, there was a general decrease in H3K27ac levels at enhancers 

(Figures 4.7A and 4.7B). Since PIM kinases potentially cooperate with BRD4 - the key protein 

of SEs, we identified SEs in our control DMSO dataset using the ROSE (Rank Ordering of Super-

Enhancers) algorithm for SE detection 139, based on the abundance of H3K27ac (Figure 4.7C). 

582 regions were rendered as SEs, including the enhancers of proteins like DAD1 (Defender 

Against cell Death 1), DLL3 (Delta Like Canonical Notch Ligand 3), BCL9L (B-cell CLL/lymphoma 
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9 Like) or CXCR5 (C-X-C chemokine receptor type 5, also known as Burkitt lymphoma receptor 

1). We then investigated how H3K27ac abundance changes specifically at the SEs in response 

to SEL24/MEN1703 (Figure 4.7D). PIM inhibition caused a generally modest, but significant 

decrease in H3K27ac level in these regions. Apparently, there are SEs that drastically reduce 

their H3K27ac load, while some SEs are not affected by PIM inhibition. When scrutinising the 

genomic distribution of the mark (Figure 4.7E), we noticed that the locations of the marks 

were usually similar for treated (SEL24/MEN1703, red tracks) and untreated (DMSO, blue 

tracks) samples, but the coverage was decidedly lower for the former. 

We also characterised the level of H3K9ac at promoters (near TSS; Figure 4.7F, 4.7G). 

Noteworthy, acetylation of H3K9 at promoters has been described as a switch from 

transcription initiation to elongation phase 173, which is exactly the process that we 

hypothesise PIMs regulate - according to the literature, but also to the results of RNAPII CTD 

phosphorylation screening presented earlier in this work (Figure 4.6A). In line with this 

hypothesis, we noted a significant decrease of H3K9ac at TSS (Figure 4.7E). 

 

4.7.2 Epigenetic changes induced by PIM inhibition influence gene expression 

Collectively, weaker acetylation at promoters and enhancers following PIM inhibition likely 

translates to decreased gene expression. To formally test this hypothesis, we performed RNA 

sequencing (RNA-Seq) in HBL1 cell line and juxtaposed the results with the ChIP-Seq results.  

The cells were treated with 1.5 μM SEL24/MEN1703, or DMSO, for 3h. Deregulated genes 

were identified between PIM inhibitor-treated and DMSO-treated samples. The analysis 

showed over 11 times more downregulated than upregulated genes, precisely: 854 

downregulated, and 75 upregulated genes (Figure 4.8A). This observation confirms that PIMs 

play a major role in active transcription. We also evaluated if genes controlled by TEs or SEs 

are differently affected. Although SE-regulated genes exhibited universal downregulation, the 

effect was even stronger in the case of genes regulated by TEs (Figure 4.8B). For this reason, 

we did not separate the SE-regulated group in the integrative analysis. Extended analysis of 

the RNA-Seq results is presented in chapter 4.8. 
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Finally, we integrated the epigenetic and transcriptional data. Changes in H3K27ac load at 

enhancers (both SEs and TEs) after SEL24/MEN1703 treatment were juxtaposed with 

transcriptional changes (Figure 4.8C). As expected, the majority of genes exhibited lower 

expression and weaker H3K27ac density at enhancers. We analysed enriched pathways among 

the genes with downregulated expression and poorer epigenetic activation (Figure 4.8D). 

Interestingly, many pathways were associated with RNA metabolism or TF binding, suggesting 

that PIM regulate transcription on multiple levels: not only through the canonical modification 

of TFs, but also the modulation of RNAPII CTD phosphorylation, and, finally, epigenetic 

regulation of expression of genes involved in RNA synthesis. Other largely represented groups 

of genes were associated with chromatin, regulation of apoptosis, or DNA damage. Given that 

PIMs are known to interact with multiple TFs, we additionally assessed whether the 

downregulated genes are orchestrated by a common TF (Figure 4.8E). Among the top results 

there were MYC and MYC-MAX, for which the mechanism of PIM-dependent epigenetic 

activation of target genes was previously described 37,69. However, the analysis identified 

more TFs, including the ones known to interact with PIM, but without any known epigenetic 

mechanism, such as Hif-1 174. Other examples include TFs from the E2F family, which 

participate in DNA damage response pathway 175. Interestingly, YY1 binding sites also showed 

weaker epigenetic activation. YY1 occupies active promoters and enhancers, including SEs, 

and facilitates their interactions through formation of loops 176,177. We can therefore 

conjecture that PIMs potentially regulate chromatin conformation by activation of sites 

recognised by chromatin modellers, like YY1. This hypothetical mechanism might be another 

mode of regulation of expression SE-dependent genes. 

These results may indicate that there are more TFs (other than MYC-MAX) that recruit PIM 

to the chromatin to phosphorylate H3S10 for epigenetic activation at enhancers. Since PIMs 

do not have a DNA-binding domain (PROSITE 178), it is probable that the formation of 

complexes with TFs is the main mode of PIM recruitment to the chromatin.  

We also examined which genes were the most affected by epigenetic changes in response 

to PIM inhibition (Figure 4.8F). The analysis identified numerous genes such as: BCL2, BCL6, 

AICDA (AID), CCND2, MDM2, FANCC, FANCF, as well as genes coding epigenetic proteins: 

KDM2A, KDM2B, KDM6A, KDM8, KAT5 (Tip60), PRMT6 and numerous TFs. Interestingly, many 

of these genes encode proteins that interact with PIMs (e.g. MDM2, RUNX2, SMAD3, CDC25A), 
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therefore, not only do PIMs regulate their activity, but also their expression, and thus control 

cell function. 
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4.8 Transcriptional analysis of PIM-inhibitor-treated DLBCL cells 

confirms PIM’s involvement is vast regulation of transcription 

4.8.1 Transcriptional analysis of four DLBCL cell lines reveals common pathways 

deregulated by PIM inhibition  

Integration of ChIP-Seq and RNA-Seq data confirmed that PIM inhibition induces 

epigenetic changes that are coupled with impaired expression of the related genes. In order 

to examine the extent of transcriptional changes in other DLBCL cell lines, we performed RNA-

Seq with additional DLBCL cell lines: Ly1 and DHL4 of the GCB subtype, and TMD8 of the ABC 

subtype, treated with 1.5 μM SEL24/MEN1703  for 3h. 

Deregulated genes were identified among PIM inhibitor-treated and DMSO-treated pairs 

for each cell line. At 3h, majority of genes were downregulated for all cell lines (Figure 4.9A); 

respectively downregulated and upregulated: 1870 and 389 for Ly1, 2292 and 239 for DHL4,  

854 and 75 for HBL1, and 1733 and 317 for TMD8. The fact that all of the studied cell lines 

show prevailing downregulation of expression is in perfect agreement with the hypothesis 

that PIMs play a major role in transcription activation.  

In order to investigate which pathways were the most affected by PIM inhibition at each 

stage of treatment, we performed Gene Ontology (GO) term enrichment. Similarly to the 

previously obtained results for HBL1, at 3h, the majority of the deregulated pathways in all 

cell lines affected RNA metabolism (Figure 4.9B and C). Remarkably, PIM inhibition affects the 

expression of genes involved in biogenesis and processing of not only mRNA, but also non-

coding RNA (ncRNA), as well as tRNA, rRNA, and mitochondrial RNA.  

DNA damage response was identified as PIM-dependent in the previous epigenetic screen 

in HBL1. We therefore investigated if pathways connected with this process were affected also 

in other DLBCL cell lines (Figure 4.9D). The analysis confirmed that genes involved in DNA 

repair were deregulated upon PIM inhibition in all studied cell lines. Moreover, genes 

associated with double-strand break repair were particularly enriched, suggesting that PIM 

kinases participate in response to this kind of DNA damage. 
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4.8.3 Inhibition of PIM diminishes expression of SE-regulated genes in DLBCL cell 

lines 

The ChIP-Seq experiment documented reduction of active chromatin marks at SEs. We 

therefore examined the expression of SE-regulated genes by GSEA. We tested several 

different DLBCL SE gene sets: one was defined previously in this work, while the others were 

publicly available, defined by Chapuy et al. in several DLBCL cell lines and in normal, reactive 

lymphoid tissue (tonsils) 158. The analysis confirmed enrichment of SE-regulated genes among 

the downregulated genes after PIM inhibition (Figure 4.10A). SE gene sets were universally 

downregulated, regardless of the tested DLBCL SE gene set, which confirms the impact of PIM 

inhibition on DLBCL SE expression. 
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Moreover, we have recently performed another RNA-Seq experiment using Ly1 cell line, 

treated with SEL24/MEN1703 for 0h, 3h, 6h, 12h and 24h and by GSEA, we assessed the 

expression of SE-regulated genes as defined by Chapuy et al.158 in the time course of PIM 

inhibition (Figure 4.10B). The compound markedly downregulated the expression of 

transcripts controlled by SE, regardless of the DLBCL cell line in which they were defined - but 

usually the most downregulated for Ly1 SE-dependent gene set, which additionally confirms 

the specificity of the effect. Importantly, the normalised enrichment score was decreasing 

with every time point, suggesting that PIMs’ activity in SE function is not easily compensated. 

Furthermore, recent studies demonstrated  robust transcription from SE regions (not of 

SE-regulated genes, but from the SE regions per se) as a marker of active SE 142,179. SE RNAs 

are usually capped and polyadenylated 180 and since the library of the Ly1 time course 

experiment was enriched for polyadenylated mRNA, a pool of long non-coding RNAs (lncRNA) 

was included in the experiment. The lncRNAs genes were extracted from the RNA-Seq results, 

and their genomic loci were juxtaposed to SE coordinates from the work by Chapuy et al., 

2013, thus identifying SE-encoded lncRNAs. The preliminary in silico analysis showed a rapid 

deregulation of approximately 300 polyadenylated lncRNAs per time point – of which almost 

all lncRNAs encoded within SEs were downregulated at all time points (Figure 4.10C). These 

observations suggest a general mechanism for regulation of lncRNAs, and diminished SE 

function after PIM inhibition. 
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4.9 DNA damage, identified through transcriptional and epigenetic 

analyses, is confirmed as an outcome of PIM inhibition 

One of the repetitive results in the analyses of pathways affected by PIM inhibition 

was DNA damage response. We investigated if these transcriptional and epigenetic changes 

are reflected in cell function by assessing the level of γH2AX - i.e. phosphorylated histone 

H2AX, which participates in early cellular response to the induction of DNA double-strand 

breaks 181. In agreement with our previous analyses, the level of γH2AX was markedly 

increased in different DLBCL cell lines treated with the PIM inhibitor, in a dose-dependent 
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manner (Figure 4.11). Therefore, through transcriptional and epigenetic screening we 

identified and confirmed a potential novel mode of cytotoxicity of PIM inhibition in DLBCL. 
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5. Discussion 
 

Even though new therapeutic vulnerabilities in DLBCL are constantly identified, 

heterogeneity, aggressive nature, and the frequent development of resistance and/or relapse 

after treatment with standard chemotherapy raise the need for new, more effective 

treatments. PIM kinases have long been considered a potential therapeutic target in 

numerous solid and haematological malignancies. They are overexpressed in DLBCL, while 

PIM1 is among the most frequently mutated genes in this disease, which suggests an 

important function in DLBCL. Our group’s previous studies demonstrated that the expression 

of PIM in DLBCL is associated with more aggressive disease, while its inhibition is toxic for the 

cells. Importantly, PIMs regulate crucial lymphoma oncogenes, including MYC, and these two 

proteins regulate their levels in a feed-forward mechanism 37. Other crucial, and fairly 

characterised oncogenic functions include: protein translation, transcription, cell metabolism, 

cell cycle, and apoptosis. Beyond these canonical functions, epigenetic role of PIM kinases has 

been identified, but very poorly characterised. To date, PIM’s epigenetic role has been shown 

for a single locus 69,70. Therefore, exploration of its poorly described activity might reveal 

another pathogenic role of PIM kinases in DLBCL and identify novel mechanisms of activity of 

PIM inhibitors, contributing to design of more effective DLBCL therapies. This work addressed 

the role of PIM kinases in genome-wide epigenetic regulation of transcription through 

phosphorylation of H3S10 in DLBCL cell lines. The findings bring vital conclusions for 

understanding not only PIM biology, but also DLBCL pathogenesis and vulnerabilities, as well 

as the role of H3S10ph for executing cell function and SE regulation. 

 

5.1 PIM kinases regulate epigenetic patterns in DLBCL 
 

The analysis of global levels of epigenetic marks in response to SEL24/MEN1703 

showed persistent, dose-dependent impact on histone modification landscape (Figure 4.6A), 

similar among all tested cell lines. Even though DLBCL is highly heterogeneous, GCB and ABC 

subtypes did not present striking differences to SEL24/MEN1703 treatment in terms of histone 

modification changes and RNAPII phosphorylation status. Therefore, PIM-related epigenetic 



102 
 

mechanisms work in a similar way, independently of a cell's molecular phenotype. This, in 

turn, proves that PIM’s involvement in epigenetic regulation is its primary, direct function. 

At 3h, changes at the global level were seen only for H3S10ph (Figure 4.6A). However, 

ChIP-Seq showed that the load of H3K27ac and H3K9ac changed locally after 3h of PIM 

inhibition (Figure 4.7), which supports the specific role of PIM for proper function of enhancers 

and promoters. At 24h, all examined chromatin activating marks showed significant 

downregulation globally. For example, levels of BRD4-recruiting H4K16ac and H4panAc were 

reduced after PIM inhibition, in accordance with the mechanism suggested by Zippo et al 69,70. 

Another modification, H3K9acK14ac was also very strongly reduced, even more than 

H4panAc. The co-occurrence of H3K9acS10phK14ac was shown to enhance 14-3-3 binding, 

and positively regulate further H3 acetylation 182,183. This mechanism was also operating in our 

DLBCL cells, as H3S10ph depletion prevented histone acetylation and/or promoted 

deacetylation (Figure 4.6A). Moreover, in ChIP-Seq, we observed that the level, but not the 

distribution of H3K27ac changed after PIM inhibition (Figure 4.7). This suggests that PIM’s 

epigenetic function stabilises deposited H3K27ac in active enhancers, rather than promoting 

activation of new regions. This observation is in agreement with previously proposed 

mechanisms, where H3S10ph is deposited at pre-acetylated histones 69. At promoters, 

H3S10ph likely stabilises active regions marked with H3K9acK14ac. In fact, H3S10ph has been 

described as an epigenetic switch, blocking the access of silencing histone methyltransferases 

to H3K9 130, and our ChIP-Seq experiments confirmed that H3K9ac level is diminished at 

promoters after PIM inhibition (Figure 4.7).  

Surprisingly, inhibition of the PIM family appears sufficient to substantially erase 

H3S10ph (Figure 4.2A, Figure 4.6A), which suggests that this is the main H3S10 kinase in 

DLBCL. Despite notorious unspecific activity of many small-molecule drugs, this effect cannot 

be attributed to SEL24/MEN1703 off-targets as other PIM inhibitors have similar impact on 

H3S10ph (Figure 3C). Moreover, kinome analysis of cells treated with SEL24/MEN1703 did not 

detect inhibition of any other known H3S10 writer 174. Since genetic silencing of PIM 

additionally confirmed that PIM KD indeed translates to H3S10ph decrease, we can conclude 

that PIMs play a vital role in maintaining the global levels of H3S10ph, which in turn impacts 

other epigenetic changes. 
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However, there are certain limitations to these studies that must be acknowledged. 

Examination of H3S10ph and PIM1 chromatin distribution after PIM inhibition in ChIP-Seq, 

which would ultimately confirm the role of PIM-induced H3S10ph on enhancer and/or 

promoter epigenetic patterns is missing (but have already become the subject of studies by 

another member of the team). Our attempt to assess the level and genomic distribution of 

H3S10ph in ChIP-Seq were inconclusive, as this is a ubiquitous mark, that did not form 

distinctive peaks, and this experiment requires further optimisation. Moreover, PIM1 ChIP-

Seq was also unsuccessful. One reason was technical issues with PIM1 antibodies – and we 

are currently working on a ChIP-Seq with PIM1 tagged with HA tag, where we will use anti-HA 

antibody. Secondly, the mechanism of PIM1´s recruitment to chromatin likely render ChIP 

especially challenging. PIM1 does not have a DNA-binding domain (PROSITE 178), thus it needs 

to be recruited to the chromatin in an indirect way, by interacting with other proteins. The 

role for MYC-MAX complex in this recruitment has been described 69,70, but since PIM1 

interacts with multiple TF, it is highly probable that PIM1 is present on the chromatin as 

a member of many different complexes, acting as a kinase, not always in the H3S10ph-context. 

This makes immunoprecipitation of PIM1-protein complexes-DNA particularly technically 

challenging. 

 

5.2 PIM kinases control transcription via epigenetic mechanisms, and 

regulation of genes involved in RNA biosynthesis and processing 

Although the canonical function of PIM kinases in transcription is performed through 

phosphorylation of TFs, PIM1’s activity as an epigenetic writer suggests that this kinase, and 

perhaps also other PIMs, has a more direct role in regulation of gene expression. Firstly, we 

confirmed that PIM inhibition reduces the global level of RNA,  which reinforces PIM’s role in 

maintaining cellular amounts of RNA.   

 This work is the first to identify that pan-PIM inhibition impacts global RNAPII 

phosphorylation status (Figure 4.6), induces changes in global epigenetic landscape (Figure 

4.6), decreases chromatin activating marks: H3K9ac at TSS and H3K27ac at enhancers (Figure 

4.7), which is collectively translated to vast deregulation of gene expression (Figure 4.8, Figure 

4.9), supporting PIM as one of the epigenetic regulators of transcription in DLBCL. Especially, 
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PIM’s activity seems to be directly crucial for transcript elongation, and to much lesser extent 

for transcription initiation, given the differences in Ser2 and Ser5 phosphorylation. Thus, soon 

after PIM inhibition, RNAPII is likely arrested in the transcription initiation phase. It is worth 

mentioning that, encouraged by these results, another lab member recently commenced 

another ChIP-Seq experiment with RNAPII to verify this hypothesis.  

The phosphorylated Ser2 levels at CTD are partially restored at 24h, signifying a re-

boot of elongation at 24h (Figure 4.6A). Therefore, a back-up mechanism guarding RNAPII 

function must be operating in the cells. In turn, the epigenetic landscape is progressively 

deficient in activating modifications in the course of PIM inhibition, showing that PIMs’ 

epigenetic function is irreplaceable. 

Moreover, genes involved in RNA metabolism are characterised with particularly 

deregulated expression following PIM inhibition. At 3h, such enrichment is similar among all 

the examined cell lines, regardless of their subtype, which implies that PIMs are universally 

involved in the regulation of genes responsible for RNA transcription and processing. 

Intriguingly, this deregulation of expression is coupled with epigenetic changes at the related 

enhancers, at least in HBL1 cell line (Figure 4.8). Hence, RNA biogenesis is regulated by PIM in 

multiple mechanisms, including epigenetic activation of chromatin, epigenetic control of 

RNAPII phosphorylation, but also the expression of genes that encode effector proteins 

involved in RNA metabolism, and the canonical modifications of TFs. Taken together, this 

versatile role in transcription renders PIM an new, important transcriptional regulator in 

DLBCL, whose novel functions discovered in this work decidedly exceed the previously defined 

roles.  

 

5.3 PIM kinases are involved in SE regulation 
 

Inhibition of PIM shows similar transcriptional outcomes to the inhibition of key SE 

protein - BRD4 (Figure 4.1). Given that PIM1 has been documented to participate in 

transcriptional activation of FOSL1 gene via BRD4 69,70, we repeatedly examined whether 

a similar mechanism operates in DLBCL on a global level, possibly at all SEs. Gene Set 

Enrichment Analysis (GSEA) confirmed that PIMs are generally involved in the expression of 
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SE-dependent genes in DLBCL (Figure 4.10A). Since SE-controlled genes often establish pro-

survival circuitry, targeting these regulatory mechanisms is an attractive therapeutic strategy. 

In fact, several compounds targeting SE constituents are currently tested in clinical trials for 

various hematologic diseases (reviewed in ref. 155) Thus, deregulation of SE-dependent 

expression is another advantage of prospective PIM-targeted therapy in DLBCL. This discovery 

also constitutes a starting point for characterisation of the mechanism of PIM-SE interactions. 

We confirmed that inhibition of PIM does not diminish cellular BRD4 levels at 3h (Figure 4.6B). 

Therefore, the observed SE disruption is not a consequence of BRD4 depletion, but rather an 

outcome of altered chromatin interactions. 

In addition, we noted a universal downregulation of multiple lncRNA transcribed from 

SE regions after PIM kinase inhibition (Figure 4.9C). Given the recent studies highlighting the 

regulatory role of seRNA and their involvement in the assembly of regulatory/transcriptional 

complexes 147,184–188, these observations might constitute an additional layer of PIM-related 

transcriptional complexity in DLBCL cells. Moreover, one (and the only, at the moment) 

publication linking PIMs and ncRNA reports that PIM1 indeed regulates the level of H19 

lncRNA, and thus regulates the expression of pluripotency genes and tumour growth in T‐cell 

acute lymphoblastic leukaemia and prostate cancer 173. Hence – PIM1 is functionally capable 

of regulating a ncRNA, and our preliminary results show that this could be not an isolated case, 

but a more general mechanism. The experiment presented in this work analysed only selected 

lncRNA. The function of PIM inhibition on all ncRNA expression and its role in transcription 

regulation is further studied in my National Science Centre grant Preludium 20. Within the 

ongoing grant, I started by comprehensive characterisation of the ncRNA landscape in DLBCL 

cells. Through RNA-Seq, I currently identify seRNAs with the use of BRD4 inhibitor, JQ1, and 

PIM-dependent ncRNAs (including seRNAs) with PIM inhibitors SEL24/MEN1703 and PIM447. 

I will further identify the associations between changes in ncRNA levels, particularly seRNA, 

and changes in expression of respective, SE-controlled genes. Finally, I plan to functionally 

verify the findings by KD of the identified, crucial seRNA using shRNA and evaluation of 

expression of the paired protein–coding oncogenes using RT-PCR and/or western blot 

analysis. Should a major decrease in the oncogene expression be identified, I will follow with 

proliferation and viability assays. The project started in January 2022, and is envisioned until 

January 2025 (#2021/41/N/NZ5/04244, PI: Sonia Dębek). 
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Finally, an interesting fact has been identified by the integrated ChIP-Seq and RNA-Seq 

results, namely, that PIM inhibition diminishes the expression of YY1-regulated genes. YY1 is 

a versatile protein that plays several functions in the chromatin – it is a canonical TF that can 

be found in the promoters and enhancers (generally abundant at SEs regions 176), but it also 

regulates 3D genome organisation by long-distance interactions, and cooperation with 

chromatin remodellers, and  insulators, such as cohesin, or CTCF 189. Therefore, the decline in 

YY1-regulated genes after PIM inhibition likely signifies detachment of YY1 from the 

chromatin, and disruption of 3D chromatin organisation. In fact, chromatin conformation in 

DLBCL after PIM inhibition or depletion will be the subject of my 6-month scientific internship 

at prof. Ari Melnick’s lab at Weill Cornell Medical College in New York (starting August 2023). 

Therefore, this upcoming project should provide a multitude of valuable information about 

PIMs’ role in genome organisation.  

 

5.4 PIM-induced H3S10ph is involved in DLBCL interphase cell function 

H3S10ph is a marker of mitosis, therefore, decrease of the levels of this marker upon 

PIM inhibition might result from fewer cells in mitosis due to cell cycle arrest. We, however, 

disproved this hypothesis by showing that PIMs reduce interphase levels of HS10ph (Figure 

4.4), and diminish H3S10ph as soon as 3h of treatment (Figure 4.6). Thus, H3S10 

phosphorylation is a bona fide function of PIM, which promotes normal cell proliferation. 

PIMs are versatile kinases that participate in multiple cellular processes, hence, it is 

challenging to extract only the role of the epigenetic aspect of their activity on cell function. 

Therefore, results of different experiments have to be analysed together. In order to 

investigate the role of PIM-induced H3S10ph, we confirmed that PIM phosphorylate H3S10 

(Figure 4.2A, 4.6A), analysed cell proliferation and H3S10ph levels in the context of triple PIM 

KD (Figure 4.3), and studied the role of lower levels of H3S10ph with H3S10A, a non-

phosphorylatable mutant of H3S10, in cell proliferation and viability (Figure 4.5). Pan-PIM 

inhibition with SEL24/MEN1703 virtually erases H3S10ph (Figure 4.6) suggesting that this is 

the main H3S10 kinase in DLBCL. Since H3S10A mutants showed slower cell divisions, we can 

conclude that a similar mechanism operates when PIM is silenced or inhibited. However, it 
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has to be remembered that the epigenetic mechanism of cell cycle progression by PIM kinases 

is not isolated and works in cooperation with the canonical regulation of cell cycle proteins. 

For this reason, inhibition or silencing of PIM should result in a profound cell cycle arrest. This 

effect has been observed previously in our group 37. The triple KD of PIM generated in this 

work also impaired proliferation, however, to much lesser extent than expected, i.e. the effect 

on both H3S10ph levels and proliferation was much milder than what was previously observed 

with chemical inhibition. The gentle result was probably caused by insufficient 

downregulation of PIMs (Figure 4.3B). Also for this reason, the impact of PIM KD on cell 

function has been evaluated in proliferation rather than apoptosis. In the future, we might 

enhance Sleeping Beauty KD by addition of another set of other shRNA targeting all three PIMs 

to a cell line, or study the effect of acute PIM deletion by generation of inducible “triple” 

CRISPR/Cas9 KO.  

  

5.5 PIM regulate DNA damage response pathway through epigenetic 

activation of expression of related genes 

PIM2 has been previously associated with DNA damage response, albeit with little 

information about the mechanism of this interaction. One study reported that PIM2 regulated 

UV damage response upstream of E2F TF in osteosarcoma 190, but this deregulation was 

dependent on stabilisation of MYC or activation of ATM by PIM2. Another group revealed that 

deregulation of E2F and MYC targets was an outcome of combined JAK1/2, pan-PIM, and 

CDK4/6 inhibition 191. In this work, we show that E2F target genes are characterised by 

weakened activation at enhancers, and lower expression after 3 h of PIM inhibition (Figure 

4.8D) in HBL1 cell line. Therefore, regulation of E2F genes is regulated on an epigenetic level 

by PIM, in addition to the indirect regulation by MYC and ATM documented in the previous 

reports. Deregulation of pathways inflicted with DNA damage response was identified also in 

RNA sequencing of another three DLBCL cell lines (Figure 4.9), confirmed by functional analysis 

which showed that PIM inhibition increases DNA damage marker, γH2AX (Figure 4.10). Taken 

together, this study  identifies a new role for PIM kinases in DNA damage response. Moreover, 

unrepaired DNA damage is a potential new cytotoxic mechanism of PIM inhibition in DLBCL. 

This observation is particularly vital for therapy design. For example, it likely explains why PIM 
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inhibition sensitises cells to radiotherapy and cisplatin 25,102,192,193, and further supports the 

combination of PIM inhibition and DNA-damaging agents. 

Another prevalent process affected by PIM inhibition was RNA metabolism. This 

observation prompted us to coin an alternative hypothesis about the mechanism of DNA 

damage consequential to PIM inhibition. H3S10ph abundance is associated with formation of 

“R-loops”, i.e. regulatory regions composed of hybridised nascent RNA with template DNA 

strand, and non-template DNA strand 131. R-loops play a role in stimulation or inhibition 

transcription, while mechanistically, their formation exposes the single-stranded non-

template DNA to damage, and halts replication fork progression. This, in turn, causes 

replication stress and frequent mutations. H3S10ph leads to chromatin compaction and 

heterochromatin formation at R-loops, and deregulation of this mark leads to increased 

genomic instability 131. In this work, one of the pathways affected by PIM inhibition identified 

by RNA-Seq was nonsense mediated decay (NMD). Therefore, in addition to transcriptional 

pausing, PIM inhibition likely leads to faulty transcription. Before the RNA would be degraded, 

it can lead to enhanced formation of R-loops and DNA damage. Another argument in favour 

of the hypothesis is that R-loops effectively form at double-strand breaks 194, which were 

identified as a prevailing form of DNA damage after PIM inhibition. Therefore, it is possible 

that the observed DNA damage is the result of accumulation of R-loops. 

 

5.6 Epigenetic role of other PIM kinases, and another epigenetic role 

of PIM1 

The first step in examining the histone-modifying function of PIM kinases was the 

confirmation that PIM localise in the nucleus of DLBCL cells. The subcellular fractionation 

followed by western blot revealed that in DLBCL, PIM1 and PIM3 are localised in the nucleus 

as well as in the cytoplasm, while PIM2 is a cytoplasmic protein (Figure 4.2B). To-date, 

epigenetic activity in cells has been described for PIM1. Given the localisation, we were 

especially interested in the potential epigenetic function of PIM3. Interestingly, early studies 

of PIM3 showed that this protein is able to phosphorylate histone H1 in vitro 181,182, but these 

discoveries were not developed further. The question of PIM3’s epigenetic function was 

subsequently addressed in this work, however, these experiments were particularly 
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challenging. Neither characterisation of interactions with chromatin (chromatin 

fractionation), nor impact on H3S10ph of deep KD of PIM3 (pTRIPZ-shPIM3) succeeded for 

technical reasons, despite multiple attempts. However, several isolated observations 

collectively suggest that this protein might also have novel epigenetic function, namely: 

PIM3’s nuclear localisation (Figure 4.2B), its apparent ability to compensate PIM1’s loss (Figure 

4.3A) as well as the aforementioned phosphorylation of H1 in vitro 181,182, and the 

computational prediction that PIM3 is able to phosphorylate H3S10 (Figure 1.3). Further 

studies would decidedly be beneficial for comprehensive verification of PIM3’s epigenetic 

function. 

 An interesting idea vaguely suggested by chromatin fractionation studies (Figure 4.2C) 

is that PIM1 also has an architectural function on the chromatin, in addition to histone 

phosphorylation. Based on the results, PIM1 binds rather strongly to the chromatin, similarly 

to BRD4 - a protein which forms chromatin complexes, and interacts with the Mediator 

complex, which folds DNA to link gene enhancers and promoters. In fact, the work by Zippo 

et al., which characterised the molecular mechanism of epigenetic activation by PIM1 for 

FOSL1 gene also reported that PIM1 was necessary for looping between promoter and 

enhancer at this locus. It will therefore be especially interesting to examine chromatin 

conformation after PIM inhibition, or characterise the phenotype of PIM kinase-dead K67M 

mutant. As mentioned earlier, PIMs’ role in chromatin conformation will be studied during my 

scientific internship at Weill Cornell Medical College in the winter semester 2023/2024. 

 

5.7 Clinical implications 

The described work proves SEL24/MEN1703’s efficacy in DLBCL, as was previously 

observed in pre-clinical studies performed by our group 65. Currently, PIM inhibitors are not 

studied as a treatment option in DLBCL. However, there are ongoing studies in various 

hematologic malignancies at phase I or II. Considering the new results provided by the 

described work, and other observations about PIMs’ role in DLBCL made by other lab members 

(e.g. recently published PIM-MYC cooperation in DLBCL 37), as well as manageable safety 

profile in AML patients, SEL24/MEN1703 could be considered for clinical trials in DLBCL.  Given 

SEL24/MEN1703’s favourable safety profile in the AML clinical trial, and high efficacy in pre-
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clinical studies, selectivity towards cancer cells, synergy with anti-CD20 antibodies and other 

drugs, as well as the fact that it is easy to administer orally,  the compound could be 

implemented in a first-line therapy. However, the patients would first have to be tested for 

PIM expression, since PIMs are expressed in majority, but not all DLBCLs 37. 

This work presents a novel, epigenetic function of PIM. In recent years, epigenetics has 

garnered attention as a driving force for DLBCL carcinogenesis. Thus, targeting epigenetic 

pathways in DLBCL treatment is a promising approach. Several epigenetic drugs have been 

developed and tested in clinical trials for DLBCL, including EZH2 inhibitors (trials 

NCT02889523, NCT02220842) and histone deacetylase inhibitors (NCT04231448, 

NCT03373019, NCT03939182). Moreover, combination therapies that target both epigenetic 

and conventional chemotherapy mechanisms have demonstrated a synergistic effect in DLBCL 

treatment. There are numerous examples of such synergy from pre-clinical trials in various 

mechanisms, such as: sensitisation of DLBCL cells 195–197, enhanced CD19 expression on 

lymphoma cells, recognised by CAR-T 198, or re-juvenation of exhausted T-cells in PD-1 

blockade treatment 199. There are also preliminary results of early phase clinical trials 200,201 

(they are not yet focused, however, on the efficacy), or case reports 202. Therefore, targeting 

epigenetic pathways in DLBCL treatment can be a potential strategy to improve patient 

outcomes and warrants further investigation. It has to be noted, however, that not all studies 

investigating the addition of epigenetic drugs to standard therapy have shown improved 

outcomes. Therefore, the use of epigenetic drugs in DLBCL should be considered on a case-

by-case basis, taking into account the patient's individual characteristics and treatment 

history.   

H3S10 kinases and phosphatases have been known as oncogenic factors for a long time 

203–206. Recent research suggests that their abnormal activity can lead to fundamental changes 

in chromatin structure (reviewed in ref. 131), which is an important aspect of epigenetic 

regulation. This epigenetic memory ensures that the effects of these enzymes’ activity are 

maintained long-term, even after initial developmental and environmental stimuli have been 

removed. Thus, it is important to account for chromatin changes in the development of 

therapeutic compounds, and drugs that target H3S10 modifiers appear appropriate for this 

task. Further research into links between chromatin remodelling and signalling pathways can 

also help develop more precise therapeutic strategies. 
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Moreover, through integrated epigenetic and transcriptomic screening we identified 

and functionally examined a novel mode of toxicity after PIM inhibition, namely - DNA 

damage. Accumulated and unrepaired DNA damage can lead to cell death or senescence, 

providing a therapeutic ground for cancer treatment. Moreover, DNA damage can activate the 

immune system, triggering an immune response against cancer cells 207. Additionally, 

targeting DNA repair pathways in cancer cells can increase their sensitivity to other 

treatments, such as radiation therapy and chemotherapy - which was shown in published 

reports 25,102,192,193. Thus, the accumulation of DNA damage after PIM inhibition offers a broad 

range of treatment options with potential synergistic effects. 

Finally, since PIM compensates for the loss of one another, it is very likely that only 

pan-PIM inhibition, and not single PIM inhibition, would achieve clinical effect. To date, all of 

the clinical-stage PIM inhibitors are capable of targeting all three proteins, however, 

sometimes the specificity depends on the dose – e.g. PIM447 targets only PIM1 in lower doses, 

and PIM1, 2 and 3 at higher doses. Actually, such dose-dependent selectivity could have been 

the reason why the drugs did not show efficacy in clinical trials, while the highly potent 

SEL24/MEN1703 is so far the most clinically developed drug of the PIM inhibitors. Therefore, 

scrutinising drug’s specificity and pharmacodynamics should be especially important in the 

design and dose selection of PIM inhibitors. 
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6. Conclusion 

In the described work, I characterised epigenetic alterations that accompany PIM 

inhibition, linked them to transcriptional changes, and functionally verified one of the findings. 

This dissertation is the first to report a vast role of PIM-induced H3S10ph in epigenetic 

regulation of transcription not only in DLBCL, but in any type of cell. 

In the course of the project, I managed to prove that PIM inhibition results in the 

erasure of H3S10ph, which is followed by further alteration of the epigenetic landscape, 

accompanied by massive deregulation of transcription, which is likely a factor in the final 

outcome: in case of treatment with SEL24/MEN1703, the cells succumb to apoptosis, but 

depending on the scale and dynamics of depletion, PIM deprivation can also lead to 

proliferation impairment and cell cycle arrest. Moreover, I found that depletion of one PIM 

induces compensatory upregulation of other PIMs, therefore inhibition of all three PIMs 

should be necessary for achieving therapeutic effect. Furthermore, one of our scientific 

questions was whether PIMs are involved in SE function. We found out that PIM inhibition 

indeed decreased the crucial active chromatin mark H3K27ac at SE, which was reflected in 

universal downregulation of SE-regulated genes. The function was, however, not specific to 

SE, and even more visible in case of TE. I verified the findings with chemical inhibition and 

genetic silencing of PIM kinases, as well as by overexpression of non-phosphortylatable 

H3S10A.  

 

The main findings can be concluded as follows: 

1. PIM kinases are involved in the regulation of epigenetic patterns in DLBCL, 

including the cellular level of H3S10ph and, consequently, chromatin-activating 

histone modifications: H3K27ac, H3K9ac, H3K4me3, or H4 acetylation.  

2. PIM kinases are involved in the regulation of transcription by modulation of the 

load of epigenetic activating signals for transcription, i.e. H3K9ac at promoters and 

H3K27ac at enhancers; of RNAPII phosphorylation status, and of genes involved in 

RNA metabolism. This novel function, in addition to the canonical regulation of 

transcription through TFs, renders PIM kinases as important regulators of 

transcription in DLBCL. 
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3. PIM kinases considerably influence SE activity, however are not their main 

regulators. 

4. H3S10ph participates in DLBCL cell survival and proliferation. 
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